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VLSI DESIGN

OBJECTIVES:

The main objectives of this course are:

To learn the MOS Process Technology

To understand the operation of MOS devices

Understand and learn the characteristics of CMOS circuit construction.
Describe the general steps required for processing of CMOS integrated circuits.
To impart in-depth knowledge about analog and digital CMOS circuits.

UNIT-I:

INTRODUCTION AND BASIC ELECTRICAL PROPERTIES OF MOS CIRCUITS: VLSI Design Flow,
Introduction to IC technology, Fabrication process: nMOS, pMOS and CMOS. lgs versus Vgs Relationships,
Aspects of MOS transistor Threshold Voltage, MOS transistor Trans, Output Conductance and Figure of Merit.
nMOS Inverter, Pull-up to Pull-down Ratio for nMOS inverter driven by another nMOS inverter, and through one
or more pass transistors. Alternative forms of pull-up, The CMOS Inverter, Latch-up in CMOS circuits, Bi-CMOS
Inverter, Comparison between CMOS and BiCMOS technology, MOS Layers, Stick Diagrams, Design Rules and
Layout, Layout Diagrams for MOS circuits

UNIT-I1:

BASIC CIRCUIT CONCEPTS: Sheet Resistance, Sheet Resistance concept applied to MOS transistors and
Inverters, Area Capacitance of Layers, Standard unit of capacitance, some area Capacitance Calculations, The
Delay Unit, Inverter Delays, driving large capacitive loads, Propagation Delays, Wiring Capacitances, Choice of
layers.

SCALING OF MOS CIRCUITS: Scaling models and scaling factors, Scaling factors for device parameters,
Limitations of scaling, Limits due to sub threshold currents, Limits on logic levels and supply voltage due to noise
and current density. Switch logic, Gate logic.

UNIT-I111:

BASIC BUILDING BLOCKS OF ANALOG IC DESIGN: Regions of operation of MOSFET, Modelling of
transistor, body bias effect, biasing styles, single stage amplifier with resistive load, single stage amplifier with
diode connected load, Common Source amplifier, Common Drain amplifier, Common Gate amplifier, current
sources and sinks.

UNIT-1V:

CMOS COMBINATIONAL AND SEQUENTIAL LOGIC CIRCUIT DESIGN:

Static CMOS Design: Complementary CMOS, Rationed Logic, Pass-Transistor Logic.

Dynamic CMOSDesign: Dynamic Logic-Basic Principles, Speed and Power Dissipation of Dynamic Logic,
Issues in Dynamic Design, Cascading Dynamic Gates, Choosing a Logic Style,
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Gate Design in the Ultra Deep-Submicron Era, Latch Versus Register, Latch based design, timing decimation,
positive feedback, instability,Metastability, multiplexerbased latches, Master-Slave Based Edge Triggered Register,
clock to g delay, setup time, hold time, reduced clock load master slave registers, Clocked CMOSregister. Cross
coupled NAND and NOR, SR Master Slave register, Storage mechanism, pipelining

UNIT-V:

FPGA DESIGN: FPGA design flow, Basic FPGA architecture, FPGA Technologies, Introduction to FPGA
Families.

INTRODUCTION TO ADVANCED TECHNOLOGIES: Giga-scale dilemma, Short channel effects, High—k,
Metal Gate Technology, FInFET, TFET.

TEXTBOOKS:
1. Essentials of VLSI Circuits and Systems - Kamran Eshraghian, Douglas and A. Pucknell
And SholehEshraghian, Prentice-Hall of India Private Limited, 2005 Edition.
2. Design of Analog CMOS Integrated Circuits by BehzadRazavi , McGraw Hill, 2003
3. Digital Integrated Circuits, Jan M. Rabaey, Anantha Chandrakasan and Borivoje Nikolic,2™ edition,2016.

REFERENCES:
1. “Introduction to VLSI Circuits and Systems”, John P. Uyemura, John Wiley & Sons, reprint 2009.
2. Integrated Nanoelectronics: Nanoscale CMOS, Post-CMOS and Allied Nanotechnologies
Vinod Kumar Khanna, Springer India, 1% edition, 2016.
3. FinFETSs and other multi-gate transistors, ColingeJP, Editor New York, Springer,2008.

OUTCOMES:

At the end of this course the student will be able to:

e Demonstrate a clear understanding of CMOS fabrication flow and technology scaling.
Apply the design Rulesand draw layout of a given logic circuit.
Design MOSFET based logic circuit.
Design basic building blocks in Analog IC design.
Analyze the behaviour of amplifier circuits with various loads.
Design various CMOS logic circuits for design of Combinational logic circuits.
Design amplifier circuits using MOS transistors.
Design MOSFET based logic circuits using various logic styles like static and dynamic CMOS.
Analyze the behaviour of static and dynamic logic circuits.
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E V
/2.1 /DRAIN-TO-SOURCE CURRENT I, versus VOLTAGE ¥,
RELATIONSHIPS

e on the pat
The whole concept of the MOS transistor evolves from the .u;e n:)af athve(:l]tgg il ogm(:) \t(e)
induce a charge in the channel between source and dra_m, whic 3; by voltage ¥, applie,
from source to drain under the influence of an electnc-ﬁeld created by A t (tfz) =
between drain and source. Since the charge induced is dependent on the gate urce

i in Figure 2.
voltage V,,, then I, is dependent on both Ves and V.. Consider a structure, as in Fig 1,

in which electrons will flow source to drain:

I o= _J = Charge induced in channel (Q, ) 2.1
s = ==Sad Electron transit time (t) '

First, transit time:

_ Length of channel (L)
Velocity (v)

Tsq

Gate

Source

-~ N
- o aa
-

......
.....

.....
.....

- &
......
.............

...............
nnnnnnnnn
-----

...............

............
.......

.....

-~ a
.....
- o ay

LY

FIGURE 2.1 nMOS transistor structure.

but velocity
V= p*Eds
where N
p = electron or hole mobility (surface)
E, = electric field (drain to source)
Now
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L

s0 that
1V
1‘

‘l'—"

Thus

LZ
t b
2 M v, ds

Typical values of |1 at room temperature are:

I, *= 650 cm¥V sec (surface)
My = 240 cm?/V sec (surface)

2.1.1 The Non-saturated Region

2.2)

Charge induced in channel due to gate voltage is due to the voltage difference between the
gate and the channel, ¥, (assuming substrate connected to source). Now note that the voltage
along the channel varies linearly with distance X from the source due to the /R drop in the
channel (see Figure 1.5) and assuming that the device is not saturated then the average value
is ¥,/2. Furthermore, the effective gate voltage V, = V,; — ¥, where V¥, is the threshold
voltage needed to invert the charge under the gate and establish the channel.

Note that the charge/unit area = E€;,&. Thus induced charge

i )'\\ Qc = EgEInsEOWL

where
E, = average electric field gate to channel

€;,s = relative permittivity of insulation between gate and channel

€9 = permittivity of free space

(Note: & = 8.85 x 107F ecm™; g;,, = 4.0 for silicon dioxide)

Now

[(Vgs - ¥) - %]

E; = D

where D = oxide thickness.
Thus

WLe, € ; Vs
Qr= ‘10((Vgs—Vr)__;—J

D

(2.3)

Now, combining equations (2.2) and (2.3) in equation (2.1), we have

irue W V:
1, = oM ((Vg, - V) - -?) Vi

* D L
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or

Vi
l, MA‘:';{. [(V,, - V) Vg = 5’) (2.4)

’

~ V, and
in the non-saturated or relative reglon where Vie < Vi Vi

K = f"_m!._‘:(lll
D

it i n practic
The factor WL is, of course, contributed by the geometry and it is common p ¢to

write
W
} = K —
| L
%0 that
p
L "B((V,,, - V)V - -25’- (2.42)
which is an alternative form of equation (2.4).
Noting that gate/channel capacitance
€, EoWL
C, = -1'-"'—D°—-- (parallel plate)
we also have
K= .?.LE
WL
so that
C 1 y2
lall -fr ((Vm = Vf)Vdr = _';J—‘} (24b)

which is a further alternative form of equation (2.4),

Sometimes it is convenient to use gate capacitance per unit S
d i i , ‘ area Cn (w ften
denoted C,,) rather than Cy in this and other expressions. Noting that o (which is o
Cy = CoWL
we may also write

W 2
]d.! mCU“T ((Vy - V,)V‘b - Eﬁl_".]

2 (2.40)
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2.1.2 The Saturated Region

Saturation begins when Vg, = Voo ~ ¥, since at this point the /R drop in the channel equals
the effective gate to channel voltage at the drain and we may assume that the current remains
fairly constant as ¥V increases further. Thus

w (V, - V)
I, =K—L— - = ! (2.5)
or, we may write
o V., - V)
ds 2 gs t) (2.53)
or
Cou
Iy = ﬁ; (Ve = V) (2.5b)
We may also write
w
I =Cohgr Ve = VY’ (2.5¢)

The expressions derived for I, hold for both enhancement and depletion mode devices, but
it should be noted that the threshold voltage for the nMOS depletion mode device (denoted
as V) 1s negative.
' Typical characteristics for nMOS transistors are given in Figure 2.2. pMOS transistor
characteristics are similar, with suitable reversal of polarity.
2.2 ASPECTS OF MOS TRANSISTOR THRESHOLD VOLTAGE V;
The gate structure of a MOS transistor consists, electrically, of charges stored in the dielectric
layers and in the surface to surface interfaces as well as in the substrate itself.

Switching an enhancemeént mode MOS transistor from the off to the on state consists

in applying sufficient gate voltage to neutralize these charges and enable the underlying

silicon to undergo an inversion due to the electric field from the gate.
Switching a depletion mode nMOS transistor from the on to the off state consists in

applying enough voltage to the gate to add to the stored charge and invert the ‘n’ implant
region to ‘p’.
The threshold voltage V¥, may be expressed as: |
Op = Oss

Vi = Qs —"'_E_— * 2¢1N (2.6)
0

where
Qp = the charge per unit area in the depletion layer beneath the oxide

Qgs = charge density at Si:SiO; interface

I
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(a) Depletion mode device

A

s

Saturation (V> Vos—V5)
Vos =05V,
Voo = 0.4V, {
Vos
\b
%' =02 lfoa
F- l |
0 0.5 VDD v — l{f,
( o0
(b) Enhancement mode device

FIGURE 2.2 MOS transistor characterlstlcs.
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C, = capacitance per unit gate area
Oz ™ work function difference between gate and Si
o = Fermi level potential between inverted surface and bulk Si.

Now, for polysilicon gate and silicon substrate, the value of ¢,,, is negative but negligib.le,
and the magnitude and sign of ¥, are thus determined by the balance between the remaining

Oss and the other two terms, both of which are positive. To evaluate ¥,, each

negative term

0
term is determined as follows:

Op = \|2€0E5gN(20 + Vsp) coulomb/m*

O = L In id volts

q n;
Ogs = (1.5 to 8) x 107% coulomb/m?

depending on crystal orientation, and where

Vsp = substrate bias voltage (negative w.r.t. source for nMOS, positive for pMOS)
g = 1.6 x 107'° coulomb
N = impurity concentration in the substrate (N, or Np as appropriate)
g,; = relative permittivity of silicon = 11.7
n; = intrinsic electron concentration (1.6 X 10'%m’ at 300°K)
k = Boltzmann’s constant = 1.4 x 1072 joule/°K

The body effects may also be taken into account since the substrate may be biased with
respect to the source, as shown in Figure 2.3.

Source Gate Drain

(L

ANAAANANNANY
”’m||||||||m|||nn|

[

aaaaaaa
.......

FIGURE 2.3 Body effect (nMOS device shown).

Increasing Vyy causes the channel to be depleted of charge carriers and thus the threshold
voltage is raised.
Change in ¥, is given by AV, = y(Vs)'"? where Y is a constant which depends on

Z?Fslrate doping so that the more lightly doped the substrate, the smaller will be the body
ect.
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Alternatively, we may write

] JreoesON. (Vsa)”

i for Vsg = 0
where V(0) is the threshold voltage ol fi
To :establish the magnitude of such effects, typic

For nMOS enhancement mode transistors:

Ens €

V, = V(0)+[

gures for V, are as follows:

Similar but
=0V; V,=02Vpp (= +] Vidor op =go } negative valge,
Ve =5 Vi V, = 0.3Vpp (= +1.5 V for Vpp = +5 V) J for pMOS
SB ’

For nMOS depletion mode transistors:
5 =0V; Vy=-07Vpp (=35 V for Vpp =+5 V)

V "‘SV Vld —06VDD(——30VfOI'VDD'—+5V)

2.3 MOS TRANSISTOR TRANSCONDUCTANCE g, AND OUTPUT
CONDUCTANCE g,

Transconductance expresses the relat:onshlp between output current I and the input voltag
Vs and is defined as

&n = L |V, = constant
&V,

To find an expression for g,, in terms of circuit and transistor parameters, consider that
the charge in channel Q, is such that

Now

" (from 22)
Thus

A
LZ
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e
but change in charge . ,5_{\\/ » :
5/\’ 8Qr: = CgﬁV p .0 (e \
\ 8% - i
otat N o R
_ 5
’\}‘L 81,, =_._C36, V&'HVJ-VO -)
Q“\,‘ ‘ | O
Now 0 L A
\ .\\) ('
| - &y _ CehVy,
g S 1 I2
In saturation o
Vd.! b= Vg_g vl V’
C,H .
Em = _Ifz_ (Vg-t - Vt) (27)
and substituting for C, = Eins€oWL
* D
. € W
gm= gt T Ve = W) (2.72)

Alternatively,
&m = ﬁ(Vgs - V)

It is possible to increase the g, of a MOS device by increasing its width. However, this

will also increase the input capacitance and area occupied.
A reduction in the channel length results in an increase in @y owing to the higher g,,.

However, the gain of the MOS device decreases owing to the strong degradation of the

output resistance = 1/g4,.
The output conductance g, can be expressed by

Here the strong dependence on the channel length is demonstrated as

oo

for the MOS device.
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/2.4 MOS TRANSISTOR FIGURE OF ME

i the parameter @, where
An indication of frequency responsc may be obtained from P

1
o 8o b -V ='-") - (2.
mo“‘c‘-?"Lz (Ves ')( T, - (2.8)
J | This shows that switching speed depends on gate voltage above Jﬁrfzhﬁfc: rtl:a:) o c:rri .
. mobility and inversely as the square of channel length. A fast circ q 8m D€ as
“ 1' high as possible.

Electron mobility on a (100) oriented n-type invcrsion_ laye_r surface (!»11:)115 IHISFT_ than
that on a (111) oriented surface, and is in fact about t'h_ree -tlmCS as large as hole mo l]lty-on
a (111) oriented p-type inversion layer. Surface moblllty is also dependent on the effective
gate voltage (Vg — V). o _ _

For faster nMOS circuits, then, one would choose a{100) oriented p-t%rpe substrate in
which the inversion layer will have a surface carrier mobility 1, = 650 cm/V sec at room
temperature.

Compare this with the typicat bulk mobilities

B, = 1250 cm?/V sec

M, = 480 cm?/V sec

from which it will be seen that -I':l—’ = 0.5 (where |1, = surface mobility and p = bulk mobility).

2.5 THE PASS TRANSISTOR

Unlike bipolar transistors, the isolated nature of the gate allows MOS transistors to be used
as switches in series with lines carrying logic levels in a way that is similar to the use of relay

contacts. This application of the MOS device is called the pass transistor and switching logic
arrays can be formed—for example, an And array as in Figure 2.4.

oo ™ 1_J LI | X
A B c
X=AB, i =
X=1 2e Lode 1= 1 - Vi)

Note: Means must exist so that X assumes groung Potential when A + B + C = Q.
+C=0.

FIGURE 2.4 Pass transistor And gate. )
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Ks THE nMOS INVERTER

A basic requirement for producing a complete range of logic circuits is the inverter. This is
needed for restoring logic levels, for Nand and Nor gates, and for sequential and memory
circuits of various forms. In the treatment of the inverter used in this section, the authors
wish to acknowledge the influence of material previously published by Mead and Conway.

The basic inverter circuit requires a transistor with source connected to ground and a
load resistor of some sort connected from the drain to the positive supply rail ¥pp. The output
is taken from the drain and the input applied between gate and ground.

Resistors are not conveniently produced on the silicon substrate; even modest values
excessively large areas so that some other form of load resistance is required. A

occupy
convenient way to solve this problem is to use a depletion mode transistor e\gmd, as
shown in Figure 2.5. 7( B

. s GND
FIGURE 2.5 nMOS inverter.

Now:
With no current drawn from the output, the currents I for both transistors must be

equal.
For the depletion mode transistor, the gate is connected to the source so it is always

on and only the characteristic curve Vg, = 0 is relevant.
In this configuration the depletion mode device is called the pull-up (p.u.) and the

enhancement mode device the pull-down (p.d.) transistor.

To obtain the inverter transfer characteristic we superimpose the Vg, = 0 depletion

mode characteristic curve on the family of curves for the enhancement mode device,

noting that maximuin voltage across the enhancement mode device corresponds to
minimum voltage across the depletion mode transistor.

e The points of intersection of the curves as in Figure 2.6 give points on the transfer
“characteristic, which is of the form shown in Figure 2.7.

* Note that as V;,(=Vg p.d. transistor) exceeds the p.d. threshold voltage current begins
to flow. The output voltage ¥, thus decreases and the subsequent increases in F;,
will cause the p.d. transistor to come out of saturation and become resistive. Note
that the p.u. transistor is initially resistive as the p.d. turns on.
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A \ V,slerih) = 0.8V

V,s(enh) =0. 5Vpp

. ,,(dep).-.-
- / (

V,s(enh) =04V,

Vys(enh) =02V p,
Vyslenh)

° -— 0.5 Vpp Voo
Vz(dep) [oV(dep))

Valenh) = Vpp - Vy(dep) =
Vgdenh) = V;, . . . intersection points give transfer characteristic

FIGURE 2.6 Derivation of nMOS inverter transfer characteristic.

VM‘
Yoo T ¢ Your= Vi
Vipy—t- .~
2 Increasing
’
AR A A
L
0 i ——
Vi =05V, Voo in

FIGURE 2.7 nMOS inverter trancfar characteristic.

e During transiti
g lransition, the slope of the transfer characteristic determines the gain:

Gain = §_;.,°_"!_

SV,
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o The point at which V,,, = V}, is denoted as V,,, and it will be noted that the transfer
characteristics and ¥;,, can be shifted by variation of the ratio of pull-up to pull-
down resistances (denoted Z,,/Z,; where Z is determined by the length to width
ratio of the transistor in question).

/@ DETERMINATION OF PULL-UP TO PULL-DOWN RATIO (Z,,/
Z,.4) FOR AN nMOS INVERTER DRIVEN BY ANOTHER nMOS
INVERTER

Consider the arrangement in Figure 2.8 in which an inverter is driven from the output of
another similar inverter. Consider the depletion mode transistor for which Vg, -= 0 under all
conditions, and further assume that in order to cascade inverters without degradation of
levels we are aiming to meet the requirement

Vin = VOIH = Vinv

Va Vour

FIGURE 2.8 nMOS inverter driven directly by another inverter.

For equal margins around the inverter threshold, we set ¥, = 0.5Vpp. At this point both
transistors are in saturation and :

W (Ve — V)

I =
a8 === N 2

In the depletion mode

W =V .
I, =K—2= _(' Z"') since Vg, =0

L p.u.

and in the enhancement mode

WP.d. (Vinv - Vr)z

I, =K
“ ' Lp.d.

Equating (since currents are the same) we have

14 . W
—LL (V= V) = =22 (V)
“p.d. . LpAu.
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f the pull-down and pull-up

where W, 4, L;d» Wpus and L

i . are the widths and lengths 0
transistors respectively.

Now write
n Wp.d. " Wp-u.
we have
l 2 l 2
Ve = V) ==— (Vi)
Zp.d. , f zp.n.
whence

V. =V - —4 _—
! ' \) Zp.u./zp.d. (29)

Now we can substitute typical values as follows:
V, = 0.2Vpp; Vi = - 0.6Vpp
Viev = 0.5Vpp (for equal margins)

thus, from equation (2.9)

0.5=02+ —L
'\’ Zp.u.lzp.d.
whence
1fZJ,,‘u'/Z.Dlﬂ,_ =2
and thus

ZoulZyq = 411

for an inverter directly driven by an inverter.

2.8 PULL-UP TO PULL-DOWN RATIO FOR AN nMOS INVERTER
DRIVEN THROUGH ONE OR MORE PASS TRANSISTORS

Now consider the arrangement of Figure 2.9 in which the input to inverter 2 comes from the
output of inverter 1 but passes through one or more nMOS transistors used as switches in
series (called pass transistors).

We are concerned that connection of pass transistors in series will degrade the logic
1 level Anto inverter 2 so that the output will not be a proper logic 0 level. The critical
condition is when point A is at 0 volts and B is thus at Vop, but the voltage into inverter 2
at point C is now reduced from Vpp by the threshold voltage of the series pass transistor.

: S e le / ae o : .0
With all pass transistor gates connected to ¥pp (as shown in Figure 5.8, thers jsva loss, of
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Inverter 1 VDD Voo Inverter 2

FIGURE 2.9 Pull-up to pull-down ratios for inverting logic coupled by pass transistors.

Vip» however many are connected in series, since no static current flows through them and
there can be no voltage drop in the channels. Therefore, the input voltage to inverter 2 is

Vina = Vpp — Vrp

where _
V,, = threshold voltage for a pass transistor.

We must now ensure that for this input voltage we get out the same voltage as would be the
case for inverter 1 driven with input = Vpp.

Consider inverter 1 (Figure 2.10(a)) with input = Vpp. If the input is at ¥pp, then the
p.d. transistor 75 is conducting but with a low voltage across it; therefore, it is in its resistive
region represented by R; in Figure 2.10. Meanwhile, the p.u. transistor 7; is in saturation and
is represented as a current source.

Voo -y

T h ' 7, 2
Depletion mode

Depletion mode

f Enhancement *

mode Ayl Voura

Enhancement mode Ay | Vours

[t _It ..

(a) Inverter 1 with input = Vpp (b) Inverter 2 with input = Vpp— V,,

FIGURE 2.10 Equivalent circuits of inverters 1 and 2.

For the p.d. transistor

Wp.d.l Vdi‘l
Ip=K Voo = Vi) Vi — (from 2.4)
pdd 2
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Therefore

Note that ¥, is small and Vj,/2 may be ignored.
Thus :

1 1
R| = E:Zp_d.l (VDD - l’/;)
Now, for depletion mode p.u. in saturation with Ves = 0

P (V)

I =1, o > (from 2.5)
p.u.

The product

I]Rl - Voutl
Thus

Zpai (1 )W)

Vour =1y = 22 (V - V} 2
pul bbp — "
Consider inverter 2 (Figure 2.10(b)) when input = Vpp, — ¥,,. As for inverter 1
1 1
Ro% = 7,49
K " (Vpp = V) - ¥
12 =K 1 (_VM)Z
) Zp.u.z 2
whence '
Z
Vousz =1,Ry = =E22 { L (=Va)
Zp.u.! VDD = th - Vl’ 2
If inverter 2 is to have the same output volt -

That is 'p age under these conditions then Vour1 = Vour >

LR, = LR, '
Therefore

Z Z
2
.21__, = ~pul (pDD - V)

d. Z _
pd2 pd1 (Vpp V;p - V)
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Taking typical values

Therefore

Summarizing for an nMOS inverter:

Note: 1t is the driven, not the driver, whose ratio is afchted/

2.9

of = 4/1.

of = 8/1.

ERNATIVE FORMS OF PULL-UP

* An inverter driven directly from the output of another should have a Z,,/Z, ; ratio

e An inverter driven through one or more pass transistors should have a Z, ,/Z, 4 ratio

to now we have assumed that the inverter circuit has a depletion mode pull-up transistor
as its load. There are, however, at least four possible arrangements:

1. Load resistance R; (Figure 2.11). This arrangement is not often used because of the
large space requirements of resistors produced in a silicon substrate.

A,

Vour
Vo I
Vss
(GND)

FIGURE 2.11 Resistor pull-up.
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ure 2.12).

2. nMOS depletion mode transistor pull-up (Flgnt flows when Vig = logical 1.

(a) Dissipation is high.since rail to rail curre V. of p.d. devi
(b) SWltCI;llng of Outiut from 1 to 0 beglns when I/in eXCeCdS t P €Vice,

ice is non-saturated initj
(¢) When switching the output from 1 to 0, the p.u. }?et‘:cceh;igt capacitive lor:g:“y
and this presents lower resistance through whic ;

Voo ‘

@ "=====ce=

nt

|

Current
flows

Non-zero output

'

= >V,

- !

FIGURE 2.12 nMOS depletion mode transistor pull-up and transfer characteristic.

K, ~
S
[ ]

3. nMOS enhancement mode pull-up (Figure 2.13).
(a) Dissipation is high since current flows when ¥}, = logical 1 (Vg is returned to Vpp).
(®) Vou can never reach Vpp (logical 1) if Vg, = Vpp as is normally the case.

......... E..................-.......-...-..-......- l/DD
E "
66 = Yoo L BIRz7meeene
* E
Vour :
:
E : Non-zero output
:
GND '
= ] 0 5
Pre— y I ——
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() Vg may be derived from a switching source, for example, one phase of a clock,
so that dissipation can be greatly reduced.

(d) If Fgg 1s higher than Fpp then an extra supply rail is required,
4. Complementary transistor pull-up (CMOS) (Figure 2.14),

(a) No current tlow either tor logical 0 or for logical 1 inputs,
(b) Full logical 1 and 0 levels are presented at the output,

(c) For devices of similar dimensions the p-channel is slower than the n-channel device,

Vour
‘ ",fﬂ :’m
(. v,
V ‘. .‘.III..I.II.I.‘I.‘-‘--‘IIII..-.‘QC DD
DO H :
' 1\
' \
: :
pon N
P : ]
n off 5 :
\ \
! \
N 1
: ]
Vh Voul : :
E I
' \
N ]
E n ' l
' |
. ]
' \
\ \
: i
= . S
Vss v:gs VDD Vh
(a) Circuit (b) Transter characteristic
Regions
Current ' ' . "
(between 1 : 2 : 3 : 4 , 5 H
rails) 1 \ 1 : : i
0 —m—-h ‘ﬂ

(c) CMOS inverter current versus ¥,

FIGURE 2.14 Complementary transistor pull-up (CMOS).

o
™
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2.10 THE CMOS INVERTER

The general arrangement and characteristics are illustrated in Figure 2.14. We have Seen

(equations 2.4 and 2.5) that the current/voltage relationships for the MOS transistor may be
written

VZ
Idx=K!L£ (Vg, - V;) Vds - =5

in the resistive region, cr

2
W (Ve = 1)
Iy =K— -

in saturation. In both cases the factor X is a technology-dependent parameter such that

K= gr'n.r EO”‘
D

The factor WIL is, of course, contributed by the geometry and it is common practice to
write
so that, for example
=2, - vy

in saturation, and where B-may be applied to both nMOS and PMOS transistors as follows:

Bn = E'r'n.re()“-n K"_
D I
Bp = einsa()“-p Hip_
D L
where W, and L,, W, and L, are the n- and -transistor dj i : :
to Figures 2.14(b) and 2.14(c), it may be " pimensions respectively. With regard
regions of operation.

Considering the static conditions firs
logic 0, we have the p-transistor fully turned on Wwhile the p
Thus no current flows through the .inverter anq
through the p-transistor. A good logic 1 output v

In region 5 V;, = logic 1, the n-transistor is fy]]
Again, no current flows and a good logic 0 appe
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In region 2 the input voltage has increased to a level which just exceeds the threshold
voltage of the n-transistor. The n-transistor conducts and has a large voltage between source
and drain; so it is in saturation. The p-transistor is also conducting but with only a small
voltage across it, it operates in the unsaturated resistive region. A small current now flows
through the inverter from Vpp to V. If we wish to analyze the behavior in this region, we
equate the p-device resistive region current with the n-device saturation current and thus
obtain the voltage and current relationships.

Region 4 is similar to region 2 but with the roles of the p- and n-transistors reversed.
However, the current magnitudes in regions 2 and 4 are small and most of the energy
consumed in switching from one state to the other is due to the larger current which flows
in region 3. |

Region 3 is the region in which the inverter exhibits gain and in which both transistors
are in saturation.

The currents (with regard to Figure 2.14(c)) in each device must be the same since the
transistors are in series, SO we may write

Idsp = - Idsn
where

(Vin E VDD E th)z

and

from whence we can express V;, in terms of the P ratio and the other circuit voltages and
currents

Vit = VDD + th + V;n (Bn/Bp)uz
in {2 (BH/BP)IIZ

Since both transistors are in saturation, they act as current sources so that the equivalent
circuit in this region is two current sources in series between Vpp and Vg with the output
voltage coming from their common point. The region is inherently unstable in consequence
and the changeover from one logic level to the other is rapid.

If B, = B, and if V,, = ~V,,, then from equation (2.10).

Vin = 0.5 Vpp

(2.10)

This implies that the changeover between logic levels is symmetrically disposed about
the point at which

Vin = Voul = (.5 VDD
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TABLE 2.1 A comparison of some parameters O O 1 2 3 3

CMOS Bipolar
nC,) W
L, =8 X, vy I = I, exp(qVpdkD)
= E(V — ¥,)? [In saturation]
g =
kT
2. gn = (2B)" Ua)"? gm = 1"
[expressions given can be put in this form]
3. IylA = (MWCY2LY)(Vgs — V)P IJA = 1/(Rgptp)

where I;/4 and I/A are current/area and Rjp is base resistance and 1z is the base transit time

(usually in the order of 10-30 ps).
Evaluating, we may see that J/4 for bipolar is five times better than that for CMOS. A

discussion of the current drive aspects of BiCMOS circuits will be found in Chapter 4
(section 4.8.3).

2.12.3 BIiCMOS Inverters

As in nMOS and CMOS logic circuitry, the basic logic element is the inverter circuit.
When designing with BICMOS in mind, the logical approach is to use MOS switches
to perform the logic function and bipolar transistors to drive the output loads. The simplest
logic function is that of inversion, and a simple BiCMOS inverter circuit is readily set out
as shown in Figure 2.17. '
It consists of two bipolar transistors T} and T, with one nMOS transistor T3, and one
pMOS transistor T,, both being enhancement mode devices. The action of the circuit is

straightforward and may be described as follows:

e With ¥, = 0 volts (GND) T; is off so that T; will be non-conducting. But T} is on
and supplies current to the base of T, which will conduct and act as a current source
to charge the load C; toward +5 volts(¥pp). The output of the inverter will rise to
+5 volts less the base to emitter voltage Vg of T.

e With V,, = +5 volts (Vpp) T, is off so that T, will be non-conducting. But T3 will
now be on and will supply current to the base of T} which will conduct and act as
a current sink to the load C; discharging it toward 0 volts (GND). The output of the
inverter will fall to O volts plus the saturation voltage Vg, from the collector to the
emitter of Tj.

* T, and T, will present low impedances when turned on into saturation and the load

C; will be charged or discharged rapidly.
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Via
j Vau!
___” 13 . CL
jV .

GND

Vs

FIGURE 2.17 A simple BICMOS inverter. -

e The output logic levels will be good and will be close to the rail voltages since Vg,
is quite small and Vg is approximately +0.7 volts.

The inverter has a high input impedance.
The inverter has a low output impedance.

The inverter has a high current drive capability but bccuﬁieS‘a’relaﬁver small area.
The inverter has high noise margins. =~ s '
However, owing to the presenc'e-.of aDC path from Vpp to GND through T; and T;, this

“ is not a good arrangement to implement since there will be a significant static current flow

whenever ¥;, = logic 1. There is also a problem in that there is no discharge path for current
from the base ‘of either bipolar transistor when it is being turned off. This will slow down
the action of this circuit. | ,

An improved version of this circuit is given in lFigure 2.18, in which the DC path
through 73 and 7) is eliminated, but the output voltage swing is now reduced, since the
output cannot fall below the base to emitter voltage ¥z of T, '

An improved inverter arrangement, using resistors, is shown in Figure 2.19. In this
circuit resistors provide the improved swing of output voltage when each bipolar transistor
is off, and also provide discharge paths for base current during turn-off. |

The provision of on chip resistors of suitable value is not always convenient and mdy
be space-consuming, so that other arrangements—such as in Figure 2.20—are used. In this
circuit, the transistors Is and T are arranged to turn on when T, and T, respectively are being
turned off. ) LIRE

In general, BICMOS inverters offer many advantages where high load current sinking
and sourcing is required. The arrangements lead on to the BiCMOS gate circuits which will

be dealt with in Chapter 5.

4
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Voo

:__ CL

e j »
__| k - jﬁ ~
'\1

GND
FIGURE 2.18: An:alternative BICMOS inverter with no static current flow.

FIGURE 2.19 An improved BICMOS Inverter with better output logic levels.

2.13 LATCH-UP IN CMOS CIRCUITS

A'p.roblem which is inherent in the p-well and n-well processes is due to the relatively large
number of junctions which are formed in these structures and, as mentioned earlier, the
consequent presence of parasitic transistors and diodes. Latch-up is a condition in which the
pargsitic components 'gi_ve' rise to the establishment of low-resistance conducting paths between

23 www.Jntufastupdates.com Scanned by CamScanner



Voo

GND

FIGURE 2.20 An improved BiCMOS lhverter using MOS transistors for base current dischange,

Vpp and Vs with disastrous results. Careful control during fabrication 1s necessary to avoid

this problem. |

Latch-up may be induced by glitches on the supply rails or by incident radiation. The
mechanism involved may be understood by referring to Figure 2.21, which shows the key
parasitic components associated with a p-well structure in which an inverter circuit (for

example) has been formed.

Vi
Voo | Vss
| Vour
R ANNN \\ﬂ
A %
T ‘ T
N/ p-well 2
Ay
n-substrate

FIGURE 2.21 Latch-up effect In P-well structure.

Thfsre are, in effect, two transistors and two resistances (associated with the p-well and
with regions of the substrate) which form a path betweep Vop and ¥ IfW1 ol It)substrafe
current flows to generatg enough voltage across R; to turn onL:ransistSS- ; S;:' 1c1!el;1 e
current thro_ugh R, and, l.f the voltage developed is sufficient, T, will 011- 1, this w1 o lshing
a_self-sustaining low-resistance path between the supply raiis 2If by also turn 01.1, es e o
transistors are such that 3, x B, > 1, latch-up may oocur. E the current gains © Rt
Figure 2.22. . - Equivalent circuits are g!v
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Chap. 3 Single-Stage Amplifiers

i »  Figure 3.1 Input-output characteristic
X4 X2 x of a nonlinear system,

approximation, and higher order terms are insignificant. In other words, Ay = uiAx,
indicating a lincar relationship between the increments at the input and output. As x(r)
increases in magnitude, higher order terms manifest themselves, leading to nonlinearity
and necessitating large-signal analysis. From another point of view, if the slope of the
characteristic (the incremental gain) varies with the signal level, then the system is nonlinear.
-E These concepts are described in detail in Chapter 13.
E What aspects of the performance of an amplifier are important? In addition to gain and
i'. o speed, such parameters as power dissipation, supply voltage, liqgan'ty, noise, or maximum
i ogh voltage swings may be important. Furthermore, the input and output impedances determine
3 52 how the circuit interacts with preceding and subsequent stages. In practice, most of these
- parameters trade with each other, making the design a multi-dimensional optimization
problem. Illustrated in the “analog design octagon” of Fi 8- 3.2, such trade-offs present many
. challenges in the design of high-performance amplifiers, requiring intuition and experience
£ . to arrive at an acceptable compromise. - - v #

Noise <«———=Linearity -

e d . A s
;- ’ . Lo »
. - > . Ll )
. . ¢ 4
) - s 5
2% Y et s
- , ’
" &
. ’
e . .
e 3 ;

Power .- ' G
i Dissipation ‘ P e
Input/Output PEed Supply .
‘ Impedance Voltage
“'L.“;f R \ : Voltage
- e sPeed<_>'$wings‘ ‘

$Pr i o Figure 3.2 Analog design octagon.

e

- 3.2 Common-Source Stage

| A 3,21 Common-Source Stage with Resistive Load

_'Ey virtue of its transconductance, a MOSFET converts variations in it,s,gu(t:;sgu,r,c.uollagc
S :,w'!:ﬁi_gﬂa}.ﬂd!?iﬂ 1_current, y_v'hjgl;yg:_nﬂripass through a resistor to_generate an output
e ST TR IS .~.—‘-::;-wonagc_: Shown in Fig. 3.3(a), the common-source (CS) stage performs such an operation.

(3 T B2 e 2
2 SRS Rk

T s+ a0 P om ot it e B e e oy L S T VO
i ape e i e b s L e s v - s—

g R
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Figure 3.3 (a) Common-source stage, (b) input-output characteristic, (c) equivalent
circuit in deep triode region, (d) small-signal model for the saturation region.

We study both the large-signal and the small-signal behavior of the circuit. Note that the
input impedance of the circuit is very high at low frequencies.
~ If the input voltage increases from zero, My is off and Vour = Vpp [Fig. 3.3(b)]- As Vin
approaches Vry, M) begins to turn on, drawing current from Rp and lowering Vour. If Vpp
is not excessively low, M; turns on in saturation, ar)‘g \_yeélavc
\/0.“ (L rul :Wﬂﬁ -i\_"', p" g p
Vou = Vo =R 5 #nCox - (Vin Ve, . (33)

— "

where channel-length modulation is npglected. With further increase in V;,, V,,, drops more
and the transistor continues o operate in saturation until V;, exceeds Vow by Vry [point A
e i ——————

- in Fig. 3.3(b)]. At this point, ey

- 1 1% ;
# Viny = Y = Vop — Rop iuncox—i(\ﬁ;p! = V), (34)
from which Vi, — Vry and Lence V,,, can be calculated.
»« For V;,, > Vin1, M) is in the triode region: ‘
f_ ' 1% .
‘./oul = YDD > R{)'z'l‘n Coi T [2( V',-,,‘ -‘V"'[{)":‘),,, — Vozutl 3 (35) *‘ :
\\_)Ct"’* |
b} /
£ /\}1\.

R
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Example 3.1

Chap. 3 Single-Stage Amplifiers

If V;y is high enough to drive M) into deep triode region, V., <« 2(Vi, — Vry), and, from

the equivalent circuit of Fig. 3.3(c),
RO" -
= st 3.6
Vout Voo Ron + Rp (3:6)

i L
o= DD (37)

w .
1 +unCox-L—Ru(Vm = Vru)

Since the transconductance drops in the triode region, we usually ensure that V,,, >
Via = Vra, operating to the left of point A in Fig. 3.3(b). Using (3.3) as the input-output
characteristic and viewing its slope as the small-signal gain, we have:

Vi
/tv = ﬁ/&i / L (3.8)
= A& X, V) (3.9)
_». n O-XL*I"I ‘T"}i//. A

s o (3.10)

This result can be directly derived from th# observation that M; converts an input volt-
age change AV;, to a drain current change g,, AV;,, and hence an output voltage change
—8&mRp AVip. The small-signal model of Fig. 3.3(d) yields the same result.

Even though derived for small-signal operation, the equation A, = —g, Rp predicts
certain effects if the circuit senses a iarge signal swing. Since g, itself varies with the
input signal according to g, = u, Cox(W/L)(Vgs — Vrpy), the gain of the circuit changes
substantially if the signal is large. In other words, if the gain of the circuit varies significantly
with the signal swing, then the circuit operates'in the large-signal_mode. The dependence
of the gain upon the signal level leads to nonlinearity (Chapter 13), usually an undesirable
effect. «

A key result here is that to minimize the nonlinearity, the gain equation must be a weak
function of signal-dependent parameters such as &m. We present several examples of this
concept in this chapter and in Chapter 13.

* Sketch the drain current and transconductance of M, in Fig. 3.3(a) as a function of the input voltage.

Solution

The d@n current becomes significant for V;, > Vrp, eventually approaching Vpp/Rp if Rony «
‘b [Fig. 3.4(a)). Since in saturation, g,, = p, Cox(W/L)(Vin — Vra), the transconductance begins

to rise for V;, > Vru. In the triode region, gm = pnCox(W/L)Vps, falling as V;, exceeds Vinl
[Fig. 3.4(b)).

HQW do we maxirnize the voltage gain of a common-source stage? Writing (3.10) as

W Vv
Ay =~ 2ﬂnC0xTID7ﬂ)" @.an
~ D



- Sec.3.2 Common-Source Stage &1 !
’D gm d

) 4
¢V OO q

Rp
f
f
(b) ﬂ
Figure 3.4
{
where Vgp denotes the lelagc drop a'c;réé_s Rp, we have

. , 1

WYV,

22 (3.12)

Av — 2#"ng_ll—71_.;.

Thus, the magnitude of A, can be increased by increasing W/L or Vgp or decreasing Ip if y
other parameters are constant. It is important to understand the trade-offs resulting from this
equation. A larger device size leads to greater device capacitances, and a higher Vgp limits
the maximum voltage swings. For example, if Vpp — Vrp = Vin — Vrn, then M,isatthe {
edge of the triode region, allowing only very small swings at the output (and input). If Vzp
remains constant and Ip is reduced, then Rp must increase, thereby leading to a greater q
time constant at the output node. In other words, as noted in the analog design octagon,
the circuit exhibits trade-offs between gain, bandwidth, and voltage swings. Lower supply

voltages further tighten these trade-offs. L ¢
For large values of R psthe effect of channel length modulationin M, becomes significant.
Modifying (3.4) to include this effect, P - \
1 W ' ’/ \ AT .‘\
Vaql = Vpp = RpzunCox —(Vin — VTH)Y-(“rH"Jl‘VouL)y (3.13)
2 L . . \ v A X e
R o T ;,,o—‘“;::;..—-——--)i\
we have o
= ™ m~_ ]
v, W \ -
= = "EDi“nCax—'(Vg'n - VT(() 1 + AV
‘ A W B,
~Rp=paCo.—(Vin — 2t 3
! p5HaCo P (Via )VTH)I v, (3.14)

!

Using the approximation /p % (1/2)ptaCoi{ W/L)( \474} 12, we obtain:
A, = ""R[jé-'m ""‘R[)’IDAI/M' '
i R

: «A\/ + pDIDAAA-V e @ pD I
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and hence

Auc-'

Po
830 L. e . LA

T Ruplp, ,/ = ‘,‘l 4 ’?Q)Z '/n)

Since Ay =1/rq,
\__’_‘_1~.

v = '6“'"’_0 44'8,’)'

The small-signal model of Fig. 3.5 gives the same result with much less effort. That is, since

(3.17)

- TRa————
Y

v —0 Wout
b- 3 -
g %RD' ~ Figure 3.5 Small-signal model of CS =
N L ] stage including the transistor output re- .
f L3 sistance. :
i A
¥ 8mVi(rollRp) = Vo, and W V,,, we have V. / Vi, = —8n(rollRp). Note that, as
? mentioned in Chapter 1, V,,, V1, and V,,; in this figure denote small-signal quantities. E
3’ Example 3.2 :
| ‘ g ) d
5 Assuming M, 1in Fig. 3.6 is biased in saturation, calculate the small-signal voltage gain of the circuit. =
{ e
i e
; =~
: b
. -
‘; Figure 3.6
Solution :
' Since / introduces an infinite impedance, the gain is limited by the output resistance of M, : .
| A= —gmro. (.18) &
Called the “intrinsic gain” of a transistor, this quantity represents the maximum voltage gain that can & 3
be achieved using a single device. In today's CMOS technology, g,ro of short-channel devices s &
between roughly 10 and 30. Thus, we usually assume | /&m L ro.
In Fig. 3.6, Kirchhoff’s current law (KCL) requires that Ip) = I). Then, how can Vin change the
current of My if /; is constant? Writing the total drain current of M as
1
" Ip= 5HnCox(Vin = Vi )21+ AVpy) (3.19)
=1, ' (3.20)
. D T . PRSI, Rsax . 15
' .

o WYY

LR i e e "‘ga;;J
RS TG DO A 3 4 B



P AT

Sec.32  Common-Source Stage

we note that V;,, appears in the square term and Vo in the linear term. As Vi, increases, V,,, must
decrease such that the product remains constant. We may nevertheless say “Ipg increases as V.
increases.” This statement simply refers to the quadratic part of the equation.

3.2.2 CS Stage with Diode-Connected Load

In many CMOS technologies, it is difficult to fabricate resistors with tightly-controlled

values or a reasonable physical size (Chapter 17). Consequcntly. it is desirable to replace
Rp in Fig. 3.3(a) with a MOS transistor.

A MOSFET can operate as a small-signal resistor 1f its gate and drain are shorted
[Fig. 3.7(a)]. Called a “diode-connected” device in analogy with its bipolar counterpart,

L
vy 'ﬁ)gmvt =,

(b)

Figure 3.7 (a) Diode- connected NMOS and PMOS devices, (b) small-
signal equivalent circuit.

. (@)

g

this configuration exhibits a small-signal behavior similar to a two-terminal resistor. Note
that the transistor is always in saturation because the drain and the gate have the same
potential. Using the small-signal equivalent shown in Fig. 3.7(b) to obtain the impedance
of the device, we write V) = Vy and Ix = Vx/ro + gm Vx. That is, the impedance of the

diode is simply equal to (1/gm)llro = 1/gm. If body effect exists, we can use the circuit in
Fig. 3.8 to write-V; = —Vy, V,,, = —Vx and

3 |||——+ B

(a)

(b)

Figure 3.8 (a) Arrangement for measuring the equlvalcnt resistance of a diode-
connected MOSFET, (b) small-signal equivalent circuit,

i

A

h-‘.
L3

%
(8m + gmp)Vx + L3 = Iy.
ro
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It follows that
Vi1 3.2%
IX - - . + p =1 ¢
' 8 l&mh‘{ ro (3'23)
- lro
8m + Emb A'
oS 1 . ~(3'¢ )
8m + 8mb ’ '
cludéd‘

Interestingly, the.impedance seen at the source of M,.is lower when body effect is1n
Intuitive explanation of this effect is left as an exercise for the reader. ) negl"

We now study a common-§ource Stage with a diode-connected load (Fig. 3.9).. Fo anC &
gible channel-length modulation, (3.24) can be substituted in (3.10) for the load impe
": M2 e
t+— Vou
vln °_l M,
L Figure 3.9 CS stage with diode-
. connected load.
yielding
| Ay = ~8mi 1 - (3'25)
8m2 + Emb2
=_8m 1 (3.26)
8m2 1 + n’

where n = gmp2/8gma- Expressing 8m1 an

d ions and bid®
H . 'menSl
currents, we have &m2 in terms of device di

Ay = ~ Y2l WDy Tp; | 327

HnCox(W/LY,Ip2 1 + 1’

Ay = - \/@ ! (3.28)
Y W/Ly, 149

and, since lDl = lDZv

[ g prOpeny if o tput voltag
: the v the outp
is ne%lectl;d, thle gain is independent of (e bias c:ne;rsl ?;Tinv?){t;’g:s":‘so long as M stay*
in saturation). In other words, as the input and output signal levels vary, the gain remain® >

relatively constant, indicating that the input
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The linear behavior of the circuit can also be confirmed by.large-signal analysis. Ne- ,,«
glecting channel-length modulation for simplicity, we have in Fig. 3.9

.

W 2 o

%ﬂncox (%) (Vm = VT}“)Z_ = %“ncox (—L—) (VDD = Voul - VTHZ) y (3.29) o
[ 2 .

(Z) Vin = Vrm) = (z) (Voo = Vour — VrH2)- (3.30)
VAL V\Z), 4

Thus, if the variation of Vry, with V,,, is small, the circuit exhibits a lincgr input—ou.tput
characteristic. The small-signal gain can also be computed by differentiating both sides

[
[~
¢
with respect to V;,: ‘ ,
[
o
(€

and hence

(z) _ (z) (_avour _ aVTH2) (331)
L 1 - L 2 avul an ‘

which, upon application of the chain rule 3Vry2/3Vin = (3Vr#2/3 Vour)(@ Vour /3 Vin) =

v

n(3Vou: /3 V;n), reduces to

AVin \/ (W/Ly, 141’ '
‘ | €

It is instructive to study the overall large-signal characteristic of the circuit as well. But
let us first consider the circuit shown in Fig. 3.10(a). What is the final value of Vour if I} drops c .
to zero? As /) decreases, so does the overdrive of M,. Thus, for small /;, Ves2 = Virya
and Vo = Vpp — Vrya. In reality, the subthreshold conduction in M, eventually brings
Vour 10 Vpp if I'p approaches zero, but at very low current levels, the finite capacitance at ‘
the output node slows down the change from Vpp — Vypys to Vpp. This is illustrated in
the time-domain waveforms of Fig. 3.10(b). For this reason, in circuits that have frequent t
switching activity, we assume V,,, remains around Vpp — Vru2 when I, falls to small
values. |

Now we return to the circuit of Fig. 3.9. Plotted in Fig. 3.11 versus Vin, the output voltage c Y
equals Vpp — Vraz if Vin < Vrai. For Vi > Vi1, Eq. (3.30) holds and V., follows an
approximately straight line. As V;, exceeds V., + Vry, (beyond point A), M, enters the ‘\
triode region, and the characteristic becomes nonlinear.

The diode-connected load of Fig. 3.9 can be implemented with a PMOS device as well,
Shown in Fig. 3.12, the circuit is free from body effect, providing a small-signal voltage ‘\

gain equal to
A —— l—ln(W/L)]
np(W/L),'

where channel-length modulation is neglected.
//‘
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~Y

P
t
(a) )

Figure 3.10 (2) Diode-connected device with stepped bias current
(b) variation of source voltage versus time.

.

Vou §

Voo VYruz

Figure 3.11 Input-output characteris-

v v, tic of a CS stage with diode-connected
ol = load.
Voo
llg" ’
—0 VM
V'no—-l M1

Figure 3.12 CS stage with diode-
connected PMOS device.

Equations (3.28) and (3.33) indicate that the gain of a common-source stage with diode-
connected load is a relatively weak function of the device dimensions. For example, to
achieve a gain of 10, Ha(W/L)/[1p(W/L);] = 100, implying that, with p, = 2u,, we
must have (W/L), =~ 50(W/L),.In asense, a high gain requires a “strong” input device and
a “weak™ load device. In addition to disproportionately wide or long transistors (and hence
a large input or load capacitance), a high gain translates to another important limitation:
reduction in allowable voltage swings. Specifically, since in Fig. 3.12, I, = I1pal,

4 2 W 2
a5 ) Vesi = Vrm) = pp | — | (Vgsa = Veur)?, (3.34)
L/, L/,
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revealing that

WVos2 = Vol 4 | (3.35)
Vos1 — Vrui

In the above example, the overdrive, voltage of 'Mz' must be, 10 times.:h'a:, of M,. For
example, with Vgs; — Vra = 200 mV, and [Vr42l| = 0.7 V, we have |Veszl = 2.7V,
severely limiting the output swing. This is another example of the trade-offs suggestefj by
the analog design octagon. Note that, with diode-connected loads, the swing is constrained
by both the required overdrive.voltage and the threshold voltage. That is, even with a small
overdrive, the output level cannot exceed Vpp — \Vral.

An interesting paradox arises here if we write gm = uCox(W/L)\Vgs — Vrul. The
voltage gain of the circuit is then given by

A,, i E,.,,_] (336)
8m2
_ 1aCox(W/L)1(VGs1 — Vra) (3.37)

" upCox(W/La\Vs2 — Vraal’

~

Equation (3.37) implies that A, is inversely proportional to |Vgs2 — Vra2l. It is left for the
reader to resolve the seemingly opposite trends suggested by (3.35) and (3.37).

Example 3.3

In the circuit of Fig. 3.13, M) is biased in saturation with a drain current equal to /;. The current
source Is = 0.751 is added to the circuit. How is (3.35) modified for this case?

Solution
Since |Ip3| = I;/4, we have

Ay lmt (3.38)
8m2
4pun(W/L)
Y v el 2 1) 3.39
V W/, G2
Voo

R
1 out

.Vln ﬁﬁ‘ Iy

- Figure 3.13
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Moreover,

w
Itn (‘I_V') (Vast = Vrui)® = 4p, (T) (Vosz = Vrua), (3.40)
a l of 2

yielding

IVgs2 = Vrual 4

Ay (3.41)
Vesi1 = Vrm 4

Thus, for a gain of 10, the overdrive of M2 need be only 2.5 times that of M. Altematively._fgra give'n
overdrive voltage, this circuit achicves a gain four times that of the stage in Fig. 3.12. Intuitively, this
is because for a given |Vgs2 — Vrpz2), if the current decreases by a factor of 4, then (W/L); must
decrease proportionally, and gm2 = /21 pCox(W/L)z Ip3 is lowered by the same factor.

We should also mention that in today’s CMOS technology, channel-length modulation
is quite significant and, more importantly, the behavior of transistors notably departs from
the square law (Chapter 16). Thus, the gain of the stage in Fig. 3.9 must be expressed as

1
Ay = —gm (—llroxllroz) " (3.42)

m2

where g,,; and g,,» must be obtained as desc;ibed in Chapter 16.

3.2.3 CS Stage with Current-Source Load

In applications requiring a large voltage gainina single stage, the relationship A, = —g. Rp
suggests that we increase the load impedance of the CS stage. With a resistor or diode-
connected load, however, increasing the load resistance limits the output voltage swing.

A more practical approach is to replace the load with a current source. Described briefly
in Example 3.2, the resulting circuit is shown in Fig. 3.14, where both transistors operate in
saturation. Since the total impedance seen at the output node is equal to ro, ||r o2, the gain is

Voo
Vout
Vino—{ M,
Figure 3.14 CS stage with current-
< source load.
A= "'gml(rOI ||r02)- (3.43)

The key point here is that the output imped

ance and the minimum required |Vps| of
M are less strongly coupled than the value

and voltage drop of a resistor. The voltage
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|Vosz.minl = |Vas2 — Vrual can be reduced to even a few hundred millivolts by simply
increasing the width of M. If ro2 is not sufficiently high, the length and width of M; can be
increased to achieve a smaller A while maintaining the same overdrive voltage. The penalty
'is the large capacitance introduced by M at the output node.

We should remark that the output bias voltage of the circuit in Fig. 3.14 is not well-
defined. Thus, the stage is reliably biased only if a feedback loop forces V,u to a known
value (Chapter 8). The large-signal analysis of the circuit is left as an exercise for the reader.

As explained in Chapter 2, the output impedance of MOSFETs at a given drain current
can be scaled by changing the channel length, i.e., to the first order, A o 1/L and hence
ro o« L/Ip. Since the gain of the stage shown in Fig. 3.14 is proportional to o1 lro2, we
may surmise that longer transistors yield a higher voltage gain.

Let us consider M, and M separately. If L) is scaled by a factor a (> 1), then W, may
need to be scaled proportionally as well. This is because, for a given drain current, Ves1 —
Ve o 1//(W/L), ie., if W, is not scaled, the overdrive voltage increases, limiting the

output voltage swing. Also, since gm1 & +/W/L), scaling up only L lowers gm1-
In applications where these issues are unimportant, W, can remain constant while Ly

increases. Thus, the intrinsic gain of the transistor can be written as

’ w 1
gmirol = 2 (“E’)l l‘-nc-oxlvmo (3.44)

strongly on L than gm

increases with L because A depends more
decreases as Ip increases.

g W constant increases ro
uired to maintain M, in saturation.

indicating that the gain
does. Also, note that g=ro

Increasing L2 while keepin
at the cost of higher |Vps2| req

, and hence the voltage gain, but

3.2.4 CS Stage with Triode Load
i ing i i i istor and can therefore serve
A MOS device operating in deep triode region behaves as a {esxs‘ '
as the load in a CS stage. [llustrated in Fig. 3.15,such a cxrcunt. biases the gate of M2 at
a sufficiently low level, ensuring the load is in deep triode region for all output voltage

swings.
Voo - VYoo
M =Ry |
Y Voii S = Vou |
Vin o[- M1 Vino—l= M1

Figure3.15 CSstage withtriodeload. ALY
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Since

1

, 3.45
iy Cor(W /L1 (VoD — Vo — VraeD e

RMZ -

the voltage gain can be readily calculated.

The principal drawback of this circuit stems from the dependence of Ronz upon st Cox, Vs,
and Vrgp. Since 2, Cox and Vg p vary with process and temperature and since generating
a precise value for Vj requires additional complexity, this circuit is difficult to use. Triode
loads, however, consume less voltage headroom then do diode-connected devices because
in Fig. 3.15 Vour.max = Vpp whereas in Fig. 3.12, Vour,max = Voo — |Vrurl.

3.2.5 CS Stage with Source Degeneration

In some applications, the square-law dependence of the drain current upon the overdrive
voltage introduces excessive nonlinearity, making it desirable to “soften” the device charac-
teristic. In Section 3.2.2, we noted the linear behavior of a CS stage using a diode-connected
load. Alternatively, as depicted in Fig. 3.16, this can be accomplished by placing a “degen-
eration” resistor in series with the source terminal. Here, as V;,, increases, so do Ip and the

(b)

Figure 3.16 CS stage with source degeneration.

voltage drop across Rs. That s, a fraction of V;, appears across the resistor rather than as the
gate-source overdrive, thus leading to a smoother variation of /p. From another perspective,
we intend to make the gain equation a weaker function of gm. Since Vour = —IpRp, the
nonlinearity of the circuit arises from the nonlinear dependence of Ip upon Vi,. We note that
8Vow/3Vin = —(31p /8Vin)Rp, and define the equivalent transconductance of the circuit

as G = 31p/3Vin. Now, assuming Ip = f(Vgs), we write

alp.

= 4
Gm Ve (3.46)
= b 8Vs (3.47)

ey ey vl

Sida g .k

st

i e e
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Since Vgs = Vin = IDRs, we have dVgs/OVin = | — R¢d1r/dV,,, obtaining

alp\ af
N = (1 i sav,-") Vs’ G2
But, 3f /3 Vgs is the transconductance of M,, and
Em
Gp=—"—. (3.49
1+ gmRs )

The small-signal voltage gain is thus equal to

A, = -GnRp (3.50)
_ngD '

= — 3.51

1+ gmRs ’ ( )

The same result can be derived using the small-signal model of Fig. 3.15(b). Equation
(3.49) implies that-as Rs increases, G, becomes-a weaker function of g, and hence the
* drain current. In fact, for Rs > 1/gm, We have G, ~ 1/Rs, ie., Alp = AVia/Rs,
indicating that most of the change in V;, appears across Rs. We say the drain current isa
“linearized” function of the input voltage. The linearization is obtained at the cost of lower

gain [and higher noise (Chapter 7)].

louwt
= a1t
+ -t
”5 Qa0 st
Rsg 3 : x
: Figure 3.17 Small-signal equivalent

circuit of a degenerated CS stage.

For our subsequent calculations, itis useful to determine G, in the presence of body effect
and channel-length modulation. With the aid of the equivalent circuit shown in Fig. 3.17,
we recognize that the current through R equals lou and, therefore, Vin = VI + Iut Rs.
Summing the currents at node X, we have

Il

I, Rs
i' Low = gmVi — gmbVX — —— (3.52)
: ro
LuR
= on(Vin = LourRs) + Emb(—Tou Rs) = —70—5 (3.53)
It follows that |
Lour (354) O

G e
" Vl n

(3.55):

. Emro .
Rs + “ + (gm + gmb)RS]rO




S_;_S «:i:Source Follower

urce F

67

AAA

Vin lout = Rout lout = Aout Rout

Figure 3.25 Modeling output port of an amplifier by a Norton equivalent.

Defining Gm = lout/ Vin, W€ have Vour = —GmVinRour- This lemma proves useful if G
and R, can be determined by inspection.

Example 3.6

Calculate the voltage gain of the circuit shown in Fig. 3.26. Assume o is ideal.

Solution
The transconductance and output resistance of the stage are given by Egs. (3.55) and (3.60), respec-
tively. Thus,

Emro
Ay = — [14(gm + 8mb)rolRs +r 3.74
v Rsﬂ—[l ¥ @m +8mb)RS]"0{ gm T 8m olRs o} ( )

= gl (3.75)

Interestingly, the voltage gain is equal to the intrinsic gain of the transistor and independent of Rs.
This is because, if Io is ideal, the current through R cannot change and hence the small-signal voltage
" drop across Rs is zero—as if Rs were zero itself.

llower

Our analysis of the common-source stage indicates that, to achieve a high voltage gain with
limited supply voltage, the load impedance must be as large as possible. If such a stage is
to drive a low-impedance load, then a “buffer” must be placed after the amplifier so asto
drive the load with negligible loss of the signal level. The source follower (also called the

~common-drain” stage) can operate as a voltage buffer. —
Ilustrated 1n Fig. T27(a), the source follower senses the signal at the gate and driv g




Vout
. 3o
Vi Vin
)]
Figure 3.27 (a) Source follower, and (b) its input-output charac-

teristic.

the load at the source, allowing the source potential to “follow” the gate voltage. Beginning
with the large-signal behavior, we note that for V;, < Vry, M, is off and V,,, = 0. As Via
exceeds Vru, M, tumns on in saturation (for typical valueés of Vpp) and Ip; flows through
Rs [Fig. 3.27(b)]. As V;, increases further, V,,, follows the input with a difference (level
shift) equal to V5. We can express the input-output characteristic as:
, ; :?3 . ﬁ, & \/J(..?'
1 w N ™), 9
3#nCor == (Vin ™ Vi — VaigIRs = Vo (3.76)

) e ool S Ay

—

Let us calculate the small-signal gain of the circuit by differentiating both sides of (3.76)

with respect to V;,: (( B (f\ J') dN\jc’%\:) 20th S1A€E!

| W oV aV, av,,
;uncox.—,z(vin = Vra = Vouf) (1‘ e A L .pur) RS == ‘.- (_3‘77)

Ll

oy T Wi 3V Vs
. » NoVats T /
Since V7 /0Vin = 18Vour/3Vin, i (L
v‘—’\\ i -~ { Ry S
= w ) \
/9 Vo}\ I‘L"COI‘_L_(VM s VT‘H — Vour)Rs
Z "’/= —= - i (3.78)
L0V, W :
* ~ 4,' 1 'l"ll-ncox'_(vin - VTH = Vour)RS(l " ’l) i
L ———— L-.; et — ! » “";__,:_:*.‘..“‘;"‘
\/ J — ¥
{ \ /
Also, note that
‘W
8m = ﬂnCox 'Z(Vn - VTH . Vnut)- (3~79)

e,

 Consequently,

A, =
. :u . + (gn. + gmb)RS

P S T——— ¥
.

The same result is more easily obtained with the aid of a small-signal equivalent circuit.
From Fig. 3.28, we have V;, — V| = V,.,, Vs = = Vou. and &mV\ = 8mb Vaur = Vour/ Rs.

8m Rs : )\/ ' (3.80)

0y
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Vi

Figure 3.28 Small-signal equivalent
circuit of source follower

Ay

DT ]
.

V‘m Vln
’

Figure 3.29 Voltage gain of source
follower versus input voltage.

Thus, Veu:/ Vin = gnRs/[1 + (g + gmo)Rs]. _

Sketched in Fig. 3.29 vs. Vj;, the voltage gain begins from zero for V,, = Vg (that1s,
gm = 0) and monotonically increases. As the drain current and g increase, A, approaches
8 /(@m + 8mb) = 1/(1+17). Since n itself slowly decreases with Vour, A, would eventually
become equal to unity, but for typical allowable source-bulk voltages, 7 remains greater
than roughly 0.2. -

Animportant result of (3.80) is that evenif Rs = oo, the voltage gain of a source follower
is not equal to one. We return to this point later. Note that M, in Fig. 3.27 does not enter
the triode region if V;, remains below Vpp.

In the source follower of Fig. 3.27, the drain current of M heavily depends on the input
dc level. For example, if V;, changes from 1.5V to 2 V, Ip may increase by a factor of 2 and
hence Vgs — Vru by 4/2, thereby introducing substantial nonlinearity in the input-output
characteristic. To alleviate this issue, the resistor can be replaced by a current source as

ﬁ[;.:"t-shown in Fig. 3.30(a). The current source itself is implemented as an NMOS transistor

operating in the saturation region [Fig. 3.30(b)].

N gk

AN i
\ . (\, s Voo Voo
Vin e[S M, Vino—l[o M,
Vout Voul
,1 Vb 0——' 1M2
() (b)
Figure 3.30 Source follower using an NMOS transistor L p

as current source.

B Sl ol -‘r-'u«' - aa
e, & Ly el ¥ e v 4
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Example 3.7

Suppose in the source follower of Fig. 3.30(a), (W/L), =
Wr =07V, MnCor = 50 uA/V?, and y =04V2

(a) Calculate V,,, for Vin=12V

(b)Y If 1y is implemented as M

20/0.5, 1y = 200 MA Vo =06V,

2 in Fig. 3.30(b), find the minimum value of (W/L); for which M,

remains saturated,
Solution
(a) Since the threshold voltage of M; depends on Vout, we perform a simple iteration, Noting
that
21
(Vin - Vru - Voul)2 = Dw ’ (3.81)
#nCox (Z)l

we first assume Vrg =06V, obtaining V,,, = 0.153 v, Now we calculate a new Vry as

Ve = Vrgo + Y(V2®F + Vsp — V20F)

=0.635V. (3.83)

This indicates that Vour is approximately 35 mV Jess than that calculated above, i.e., Vour = 0.119V.
(b) Since the drain-source volta

ge of M, is equal to 0.119 V, the device is saturated only if
(Vgs — Vre) <0119V, With Ip

= 200 uA, this gives (W/L), > 283/0.5. Note the substantial
drzin junction and vverlap capacitance contributed by M, to the output node.

equivalent circuit of Fig. 3.31(b)
and noting that Vi=—Vy, we write
Ix — gnVx - gmyVx =0 (3.84)
VDD ""‘ﬁ —{is
ac
i m, (. é> I © oo
| Ix
(a) (b) ()
Figure 3.31

Caleulation of the utput impedance of 4 source follower.

(3.82) °

b,

. e
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As explained in Chapter 7, source followers also introduce substantial noise. For this
rcason, the circuit of Fig. 3.39(b) is ill-suited to low-noise applications.

3.4, Common-Gate Stage

In common-source amplifiers and source followers, the input signal is applied to the gate of a
MOSFET. Itis also possible to apply the signal to the source terminal. Shown in Fig. 3.40(a),
a common-gate (CG) stage senses the input at the source and produces the output at the
drain. The gate is connected to a dc voltage to establish proper operating conditions. Note
that the bias current of M, flows through the input signal source. Alternatively, as depicted
in Fig. 3.40(b), M, can be biased by a constant current source, with the signal capacitively
coupled to the circuit. '

®

Figure 3.40 (a) Common-gate stage with direct coupling at
" input, (b) CG stage with capacitive coupling at input.

We first ‘study the large-signal behavior of the circuit in Fig. 3. 40(a) For simplicity, let
us assume that V;, decreases from a large positive value. For Vi, > Vp — Vry. M) is off
and V,,, = Vpp. For lower values of V;, we can write

1
2“’n

w
ID - Cox ‘z’(vb e Vin_‘- VTH)2~ (395)

if M, is in saturation. As V;, decreases, so does Vour, eventually driving M, into the triode

region if \,DD . J—D QD ¥ \/\/.:(3‘

i .
%D—;h (W—MW—WMRD—W—VM (3.96)

S

The input-output characteristic is shown in Fig. 3.41. If M, is saturated, we can express the
output voltage as n~
aleie Top PP
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obtaining a small-signal gain of

\{ Vb':VTH 'V| ~'Figure 3.41 Common-gate input-
. " output characteristic.
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Note that the gain is positive. Interestmgly, body effect mcreases the equivalent transcon-
ductance of the stage. '

“—The input impedance of the circuit is also important. We note that, for A = 0, the
impedance seen at the source of M in Fig. 3.40(a) is the same as that at the source of
M, in Fig. 3.31, namely, 1/(gm + &ms) = 1/[gm(1 + n)]. Thus, the bod effect decreases
the input impedance of mmte stage. The relatively low j impedance of the
common-gate stage proves useful in some applications.

Example 3.10

In Fig. 3.42, transistor M) senses AV and delivers a proportional current to a 50-§2 transmission line.
The other end of the line is terminated by a 50-S resistor in Fig. 3.42(a) and a common-gate stage in
Fig. 3.42(b). Assume A =y =0,

(a) Calculate V,,,/ Vin at low frequencies for both arrangements.

(b) What condition is necessary to minimize wave reflection at node X?

Solution

(a) For small signals applied to the gate of M|, the drain current experiences a change equal to
&m1 A Vx. This current is drawn from Rp in Fig. 3.42(a) and M; in Fig. 3.42(b), producing an output
voltage swing equal t0 —g,n1 AVyx Rp. Thus, A, = —g, Rp for both cases.

(b) To minimize reflection at node X, the resistance seen at the source of M2 must equal 50
and the reactance must be small. Thus, 1/(gm + gmp) = 50 Q, which can be ensured by proper
sizing and biasing of M. To minimize the capacitances of the transistor, it is desirable to use a small

devnee l?xased at a large current. (Recall that g, = /21t Cox(W/ L)1 p.) In addition to higher power ¢
dissipation, this remedy also requires a large Vg for M. ;
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Figure 2.20 Conceptual visualization of saturation and triode regions.
if Vp — Vg of a PFET is not large enough (< |Vrgpl), the device is saturated. Note that
this view does not require knowledge of the source voltage. This means we must know a
priori which terminal operates as the drain.
econd-Order Effects

Our analysis of the MOS structure has thus far entailed various simplifying assumptions,
some of which are not valid in many analog circuits. In this section, we describe -three

second-order effects that are essential in our subsequent circuit analyses. Other phenomena
appear in submicron devices are studied in Chapter 16.

Body-Effect In the analysis of Fig. 2.10, we tacitly assumed that the bulk and the source

of the transistor were tied to ground. What happens if the bulk voltage of an NFET drops
below the source voltage (Fig. 2.21)? Since the S and D junctions remain reverse-biased,

we surmise that the device continues to operate properly but certain characteristics may

EESNIANDResRU TS0y B
;/S{////W/////,/////////V,_é'

V,
p-substrate N~ 3 V<0

Figure 2.21 NMOS device with negative bulk voltage.

change. To understand the effect, suppose Vs = Vp = 0, and V5 is somewhat less thai
Vry_so that a depletion region is formed under the gate but no Inversion Ia

: yer exists. As

Vg becomes more negative, more holes are attracted to the substrate connection, leaving a
larger negative charge behind, i.e., as depicted in Fig, 2.22, the depletion region beco
wider. Now recall from Eq. (2.1) that the threshold voltage is a function of the total charge ;
In the depletion region because the gate charge must mirror Q. before an inversion lay
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p—-substrate Qq4

p-substrate - Qq

Figure 2.22 Variation of depletion region charge with bulk voltage.

formed. Thus, as Vp drops and Q4 1 mc_lgs;s VrH/a.lso increases. This is called the “body
effect” or the “backgate effect.” ~ y :
It can be proved that with body cﬁV

Ve = Veng +)(V2Z®F + Vssl — VI2PF1) 222)

-

where Vryo is given by (2.1), y = +/2g9¢€,; N5,/ Cox denotes the body effect coefficient,
and Vg is the source-bulk potential difference [1]. The value of y typically lies in the range
of 0.3 t0 0.4 V172,

Example 2.3

In Fig. 2.23(a), plot the drain current if Vx varies from —00 t0 0. Assume Vrpo =06V, y = 04
V1/2 and 2¢fF =0.7 V.

Io
+#1.2V .—'I :
-
Vi Vx1 0 w
() (b)
Figure 2.23
s f,\
, Solution \

BoLrET Bl If Vy xs sufﬁclcn[]y negative, the threshold voltage of M) exceeds 1.2V and the device is off. That is,

s - o - L8 PR 12V =0.6+04 (/07 = Vx1 - V07), (2.23)
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6.1 Introduction

The design considerations for a simple inverter circuit were presented in the previous chapter.
We now extend this discussion to address the synthesis of arbitrary digital gates, such as NOR,
NAND, and XOR. The focus is on combinational logic or nonregenerative circuits—that is, cir-
cuits having the property that at any point in time, the output of the circuit is related to its‘currcnt
input signals by some Boolean expression (assuming that the transients through the logic gates
have settled). No intentional connection from outputs back to inputs is present.

This is in contrast to another class of circuits, known as sequential or regenerative, for
which the output is not only a function of the current input data, but also of previous values of
_ the input signals (see Figure 6-1). This can be accomplished by connecting one or more outputs

 intentionally back to some inputs. Consequently, the circuit “remembers” past events and has a

~ sense of history. A sequential circuit includes a combinational logic portion and a module that

 holds the state. Example circuits are registers, counters, oscillators, and memory. Sequential cir-
cuits are the topic of the next chapter.

-Thcre are numerous circuit styles to implement a given logic function. As with the
inverter, the common design metrics by which a gate is evaluated are area, speed, energy, and
power. Depending on the application, the emphasis will be on different metrics. For example, the
switching speed of digital circuits is the primary metric in a high-performance processor, while
in a battery operated circuit, it is energy dissipation. Recently, power dissipation also has
become an important concern and considerable emphasis is placed on understanding the sources
of power and approaches to dealing with power. In addition to these metrics, robustness to noise
and reliability are also very important considerations. We will see that certain logic styles can
significantly improve performance, but they usually are more sensitive to noise.

6.2 Static CMOS Design

The most widely used logic style is static complementary CMOS. The static CMOS style is
really an extension of the static CMOS inverter to multiple inputs. To review, the primafy advan-
tage of the CMOS structure is robustness (i.e., low sensitivity to noise), good performance, and

low power consu.mption with no static power dissipation. Most of those properties are carried
over to large fan-in logic gates implemented using a similar circuit topology.

In Out

State

(a) Combinationa]

- M Ty
Figure 6-1 High-level classification of logic cireuits o g
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6.2 Static CMOS Design - 237.

The complementary CMOS ‘circuit style falls under a broad class of logic circuits called
static circuits in which at every point in time, each gate output is connected to either V), or
Vs via a low-resistance path. Also, the outputs of the gates assume at all times the value of the
Boolean function implemented by the circuit (ignoring, the transient effects during switching
periods). This is in contrast to the dynamic circuit class, which relies on temporary storage of
signal values on the capacitance of high-impedance circuit nodes. The latter approach has the
advantage that the resulting gate is simpler and faster. Its design and operation are, however,
more involved and prone to failure because of increased sensitivity to noise.

In this section, we sequentially address the design of various static circuit flavors, includ-
ing complementary CMOS, ratioed logic (pseudo-NMOS and DCVSL), and pass-transistor

logic. We also deal with issues of scaling to lower power supply voltages and threshold
voltages. :

6.2.1 Complementary CMOS

Concept

A static CMOS gate isa combmauon of two networks—the pull-up nenwork (PUN) and the pull-
down network (PDN), as shown in Figure 6-2. The figure shows a generic N-input logic gate
where all inputs are distributed to both the pull-up and pull-down networks. The function of the
PUN is to provide a connection between the output and Vj,, anytime the output of the logic gate
is meant to be 1 (based on the inputs). Similarly, the function of the PDN is to connect the output
to ng when the outpﬁt of the logic gate is meant to be 0. The PUN and PDN networks are con-

structed in a mutually exclusive fashion such that one and only one of the networks is conduct-

ing in steady state. In this way, once the transients have settled, a path always exists between V,,

and the output F for a high output (“one™), or between Vg and F for a low output (“zero”). This
is equwalem to statmg that the output node is always a low-impedance node in steady state.

Voo

Pull-up: make a connection from VD p to Fwhen
F(Iny. Iny,...In;) =1

o F(Iny,Iny,...In,)

 Pull down ‘make a connectmn from Vpp to Vg when
F(Iny,Iny, ... In,) =

Vss

Flgure 6-2 Comptementary logic gate asa combmatuon of aPUN
(pull-up network) ‘and a PDN (pull- down network). -
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In constructing the PDN and PUN networks, the designer should keep the following

" observations in mind:

o A transistor can be thought of as a switch controlled by its gate signal. An NM.()S switch
is on when the controlling signal is high and is off when the controlling signal is low. A
PMOS transistor acts as an inverse switch that is on when the controlling signal is low and
off when the controlling signal is high.

« The PDN is constructed using NMOS devices, while PMOS transistors are used in the
PUN. The primary reason for this choice is that NMOS transistors produce “strong zeros,”
and PMOS devices generate “strong ones.” To illustrate this, consider the examples shown
in Figure 6-3. In Figure 6-3a, the output capacitance is initially charged to Vp,,. Two possi-
ble discharge scenarios are shown. An NMOS device pulls the output all the way down to
GND, while a PMOS lowers the output no further than ]Vrp]—the PMOS turns off at that
point and stops contributing discharge current. NMOS transistors are thus the preferred
devices in the PDN. Similarly, two alternative approaches to charging up a capacitor are
shown in Figure 6-3b, with the output initially at GND. A PMOS switch succeeds in
charging the output all the way to V), while the NMOS device fails to raise the output
above V), — Vr,,. This explains why PMOS transistors are preferentially used in a PUN.,

* A set of rules can be derived to construct logic functions (see Figure 6-4). NMOS devices
connected in series correspond to an AND function. With all the inputs high, the scﬁes
combination conducts and the value at one end of the chain is transferred to the other end.
Simila.r-ly, NMOS transistors connected in parallel represent an OR function. A conducting
p.atlf exists between the output and input terminal if at least one of the inputs is high. Using
similar arguments, construction rules for PMOS networks can be formulated. A series con-

(a) Pulling down a node by using NMOS and PMOS switches

Vop —'
0— VDD— VTu ___Eci 0> VDD

Out
Out

" T

(b) Pulling down a node by using NMOS and PMO-S- switches

Figure 6-3 Simple examples illy
: ' strate why an |
. _used as a pull-down, and a PMOS should bg useh:!hggg ;ﬂﬁudg 32vice
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‘B iA

Series combination __L _J_ : £ : M
conducts if A - B : A —| Farallel combination L3
-em conductsifA+ B e

(a) Series ' (b) Parallel . .
Figure 6-4 NMOS logic rules—series device . ¥
devices implement an OR. 9 ir.np!ement an AND, and parallel

[_'E‘E(_m of PMOS cogducts if both inputs are low, representing a NOR function (A
A + B), while PMOS transistors in parallel implement a NAND (A + B=1 - B).

* Using De Morgan’s theorems (A + B=A4 -Band A - B =A4 + B), it can be shown that the
pull-up and pull-down networks of a complementary CMOS structure are dual networks.
This means that a parallel connection of transistors in the pull-up network corresponds to a
series connection of the corresponding devices in the pull-down network, and vice versa. - _.
Therefore, to construct a CMOS gate, one of the networks (e.g., PDN) is implemented T
using combinations of series and parallel devices. The other network (i.e., PUN) is “
obtained using the duality principle by walking the hierarchy, replacing series subnets
with parallel subnets, and parallel subnets with series subnets. The complete CMOS gate
is constructed by combining the PDN with the PUN. ; :

* The -comp"lememary gate is naturally inverting, implementing only functlon.s such as
NAND, NOR, and XNOR, The realization of a noninverting Boolean function (such as I :
AND OR, or XOR) in a single stage is not possible, and requires the addition of an extra i

. g:r;?::;%tf transistors required to implement an N-input logic gate is 2N.

B b

Eho e

Example 6.1 Two-Input NAND Gate :
Figure 6-5 shows a two-input NAND gate (F =A - B). The PDN network constts of two
NI%IOS devices in series that conduct when both A and B are high. Thé PUN is the dual

F.I.I 6.5 Two-input NAND gate In complementary static CMOS style. st
gur Pt ' -
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arallel PMOS transistors. This means that Fis 1 if A=0
h table for the simple two input NAND
is always connected to either

network, and it consists of two paralicl I
or B = 0, which is equivalent to F =A - B. The trut
gate is given in Table 6-1. It can be verified that the output F
Vpp or GND, but never to both at the same time.

Table 6-1 Truth Table for two-Input NAND.

A B F
0 I 1 1
0% 1 1
1 0 1
1 1 0

Example 6.2 Synthesis of Complex CMOS Gate

. Figure 6-6 Complex complementary CMOS gate

Using complementary CMOS logic, consider the synthesis of a complex CMOS gate
whose functionis F=D +A - (B + (). The first step in the synthesis of the logic gate is to
derive the pull-down network as shown in Figure 6-6a by using the fact that NMOS
devices in series implements the AND function and parallel device implements the OR
function. The next step is to use duality to derive the PUN in a hierarchical fashion. The

_ : PDN network is broken into smai_ler nelwc_)rks (i.e., subset of the PDN) cailed subnets that
snnphfy the derivation of the PUN In Figure 6-6b, the subnets (SN) for the pull-down net-

Vop Vop

W ; ) C—CI
g SNE hE SN4 A-ql:
SN2 B—q

D _‘ D { SN3
5[ e o
= — = o= C et = - |
(2) Pull-down network E:gr];)rigréglgl llée pull-up network A _|
i y by ldenul'ymg. D_—| [
B—| ¢
(;) Complete gate
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Clidi T A""‘ﬁ L[_] m_tﬂ—w&

1l-‘l-c 1—B
foop X

(a) Parallel data transmission : (b) Serial data transmission

Figure 6-25 Parallel versus time-multiplexed data busses.

i— I
)

the bus lOg.gles.betw_een 0 and 1. Care must be taken in digital systems to avoid time-multiplexing
data streams with very distinct data characteristics. ,
4. Glitch Reduction by balancing signal paths The occurrence of glitching in a circuit is mainly
due to a mismatch m the path lengths in the network. If all input signals of a gate change simulta-
neously, no glitching occurs. On the other hand, if input signals change at different times, a dynamic
hazard m_ightldevelop. Such a mismatch in signal timing is typically the result of different path '
lengths with respect to the primary inputs of the network. This is illustrated in Figure 6-26. Assume
that the XOR gate has a unit delay. The first network (a) suffers from glitching as a result of the wide
disparity between the arrival times of the input signals for a gate. For example, for gate F,, one input
settles at time 0, while the second one only arrives at time 2. Redesigning the network so that all
arrival times are identical can dramatically reduce the number of superfluous transitions (network b).

R e . O R
0— 1 ‘ [
0 1._ Fz F F3
P i == 3
: 0. 1
R AL e 0 0 BN
. : 0 y

(a) Nétw'ork sensitive to glitching (b) Glitch-free network

Figure 626 Glitching is influenced by matching of signal path lengths.
The annotated numbers indicate the signal arrival times. ,

©+/  Summary _

The CMOS logic style describec
nology, but requires 2N transistors
tance is significant, since each gate
This has opened the door for alternative

i

|

ribed in the previous section is highly robust and scalable with tech- ,'
to implement an N-input logic gate. Also, the load capaci- 5

drives two devices (a PMOS and an NMOS) per fan-out. |
logic families that either are simpler or faster. a i
F

v~ .§.2.2 Ratioed Logic - - ;

11 ttempt to reduce the number of transistors required to implement a given

Ratioed logic is an-attem .
logic function, often at the cost of reduced robustness and extra power dissipation. The purpos€
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Vop DD
PMOS
load _£c1 load
¢—oOF F
Injo AR Iny o S8 .
Inyo—|{ . PDN L'Iz_o——-.s-._. PD_N'
Iny ORI Imy ] J— ol
(a) Generic (b) Pseudo-NMOS

Figure 6-27 Ratioed logic gate.

of the PUN in complementary CMOS is to provide a conditional path between Vp,, and the out-
put when the PDN is turned off. In ratioed logic, the entire PUN is repl_aced with a single uncon-
ditional load device that pulls up the output for a high output as in Figure 6-27a. Instead of a

combination of active pull-down and pull-up networks, such a gate consists of an NMOS pull-

down network that realizes the logic function, and a simple load device. Figure 6-27b shows an
example of ratioed logic, which uses a grounded PMOS load and is referred to as a pseudo-
NMOS gate. . ' _ '

The clear advantage of a pseudo-NMOS gate is the reduced number of transistors (N + 1,
versus 2N for complementary CMOS). The nominal high output voltage (V) for this gate is
Vpp since the pull-down devices are turned off when the output is pulled high (assuming that V,,
is below V7). On the other hand, the nominal low output voltage is not 0 V, since there is con-
tention between the devices in the PDN and the grounded PMOS load device. This results in
reduced noise margins and, more importantly, static power dissipation. The sizing of the load
device relative to the pull-down devices can be used to trade off parameters such as noise mar-
gin, propagation delay, and power dissipation. Since the voltage swing on the output and the
overall functionality of the gate depend on the ratio of the NMOS and PMOS sizes, the circuit is

called ratioed. This is in contrast to the ratioless logic styles, such as complementary CMOS,

where the low and high levels do not depend on transistor sizes.
Computing the de-transfer characteristic '

lar to those used for its complementary CM

equating the currents through the driver and load devic i

; . esforV, =V, .. At i int, i

IS reasonable to assume that the NMOS dey e s

ice resides in linear mode (since, ideall t
should be close to OV), while the PMOS load is saturated; . - : S Sl

OS counterpart. The value of Vo is obtained by

V2

Assuming that V,,, ; ; ' .
: . o 1s small relative to the : _
V.T"-’. In magnitude, Vo, can be approximated as gate drive (VDP — V1), and that V,, is equal to

V2
75) " Vsarp - D;ATP ) =0 (6.27)
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of the pseudo-NMOS proceeds along paths simi- -
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kp(Vop+Vr,) -V,

Vor=-E Tp DSATp MW p v
k,(Vpp=Ve,) W, DSATp (6.28)

In order to make V; as small as possible, the PMOS device should be sized much smaller
than the NMOS pull-down devices. Unfortunately, this has a negative impact on the propagation

delay for charging up the output node since the current provided by the PMOS device is limited.
A major disadvantage of the pseudo-NMOS gate is the static power that is dissipated when

the output is low through the direct current path that exists between Vp,;, and GND. The static
power consumption in the low-output mode is easily derived:

P!aw = VDDI!'aw VDD 9. (629)

V2
DSAT,
(( VDD VTp) Vpsarp— _‘p)

Example 6.7 Pseudo-NMOS Inverter

Consider a simple pseudo-NMOS inverter (whcre the PDN network in Fx gure 6-27 degen-
erates to a single transistor) with an NMOS size of 0.5 pm/0.25 um. In this example, we
study the effect of sizing the PMOS device to demonstrate the impact on various parame-
ters. The W-L ratio of the grounded PMOS is varied over values from 4,2,1,0.5 to 0.25.
Devices with a W-L < 1 are constructed by making the length greater than the width. The
voltage transfer curve for the different sizes is plotted in Figure 6-28.

Table 6-9 summarizes the nominal output voltage (V,,), static power dissipation,
and the low-to-high propagation delay. The low-to-high delay is measured as the time it
takes to reach 1.25V from V; (which is not OV for this inverter)—by definition. The
trade-off between the static and dynamic properties is apparent. A larger pull-up device
not only improvés performance, but also increases static power dissipation and lowers
noise margins by increasing V. '

~3.0 T T T
25
2,0

> 1.5
3

> 1.0

0.5

%0 05 10 15 20 25
| ViV

'Flgure 6-28 Voltage- “transfer curves of the pseudo-N MOS
‘inverter as a function of the PMOS size.
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Table 6-9 Performance of a pseudo-NMOS inverter.

Static Power

Size Vou Dissipation toin

4 0.693 V 564 uW 14 ps
2 0273V 298 W 56 ps
1. 0.133V 160 pW 123 ps
0.5 0.064 V 80 W 268 ps
0.25 0.031V 41 uW 569 ps

Notice that the simple first-order model to predict V,y, is quite effective. For a PMOS
W-L of 4, V,; is given by (30/115) (4) (0.63V) = 0.66V.

The static power dissipation of pseudo-NMOS limits its use. When area is most important
however, its reduced transistor count compared with complementary CMOS is quite attractive.
Pseudo-NMOS thus still finds occasional use in large fan-in circuits. Figure 6-29 shows the
schematics of pseudo-NMOS NOR and NAND gates.

Ljs
2 |~

Vop . T Out

g e g ]
S R TN
. ¥ . J

(aj—NOR I
In, _l

(b) NAND
NMOS NOR and NAND gates.

: Figure 6-29  Four-input Pseudo-
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oult ot
Vin V., —
e %
out

~

(a) Single ended | ~ (b) Differential
Figure 6-32 Advantage of over single-ended (a) differential (b) gate. i

6.2.3 Pass-Transistor Logic

. Pass-Transistor Basics 2y
A popular and widely used alternative to complementary CMOS is pass-transistor logic, which
attempts to reduce the number of transistors required to implement logic by allowing the pri-
mary inputs to drive gate terminals as well as source—drain terminals [Radh'alﬂ'ishnaHSS]. This is
in contrast to logic families that we have studied so far, which only allow primary inputs to drive
the gate terminals of MOSFETS.

Figure 6-33 shows an implementation of the AND function constructed that way, using
only NMOS transistors. In this gate, if the B input is high, the top transistor is turned on and cop-
ies the input A to the output F. When B is low, the bottom pass-transistor is turned on and passes
a 0. The switch driven by B seems to be redundant at first glance. Its presence is essential to
ensure that the gate is static—a low-impedance path must exist to the supply rails under all cir-
cumstances (in this partlcular case, when B is low).

The promise of this approach is that fewer transistors are required to implement a given
function. For example, the implementation of the AND gate in Figure 6-33 requires 4 transistors
(including the inverter required to invert B), while a complementary CMOS implementation
would require 6 transistors. The reduced number of devices has the additional advantage of

lower capacitance.

7
i
g JRU T

Figure 6-33 _Pass—transistof implementation of an AND gate.
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Obviously, the number of switches per segment grows with increasing values of _rbi‘f. .lf] current
' technologi,es m__typically equals 3 or 4. The presented analysis ignores that 1p;,, :ts-elt is a func-
s loéd no:p:f& more accurate analysis taking this factor into account is presented in Chapter 9,

Eﬁample 6.14 Transmission-Gate Chain

Consider the same 16-transmission-gate chain. The buffers shown in Figure 6.-51 'can be
implemented as inverters (instead of two cascaded inverters). In ‘some case§, it might be
necessary to add an extra inverter to produce the correct polarity. Assuming that each
inverter is sized such that the NMOS is 0.5 pm/0.25 um and PMOS is 0.5 ptm /0.25 pm,
Eq. (6.39) predicts that an inverter must be inserted every 3 transmission gates. The simu-
lated delay when placing an inverter every two transmission gates is 154 ps; for every
three transmission gates, the delay is 154 ps; and for four transmission gates, it is 164 ps.
The insertion of buffering inverters reduces the delay by a factor of almost 2.

CAUTION: Although many of the circuit styles discussed in the previous sections sound very
interesting, and might be superior to static CMOS in many respects, none has the robustness and
 ease of design of complementary CMOS. Therefore, use them sparingly and with caution. For

designs that have no extreme area, complexity, or speed constraints, complementary CMOS is
~ the recommended design style.

6.3 Dynamic CMOS Design

It was noted earlier that static CMOS logic with a fan-in of N requires 2N devices. A variety of

approaches were presented to reduce the number of transistors required to implement a given

logic function including pseudo-NMOS, pass-transistor logic, etc. The pseudo-NMOS logic

style requires only N + 1 transistors to implement an N input logic gate, but unfortunately it has

static power dissipation. In this section, an alternate logic style called dynamic logic is presented
*that obtains a similar result, while avoiding static power consumption. With the addition of a
: clock input, it uses a sequence of precharge and conditional evaluation phases.

631 Dynamic Logic: Basic Principles

The basic construction of an (n-type) dynamic logic gate is shown in Figure 6-52a. The PDN

- (pull-down network) is constructed exactly as in complementary CMOS. The operation of this

il'c R e . i ;
u:lt 's divided into two major phases—precharge and evaluation—with the mode of opera-
N determined by the clock signal CLK.

When CLK = i
4 K =0, the output node Out is precharged to

; : Vpp by ‘the PMOS transist . Duri
at time, the evalyate NMOS transistor M, is off, so ot el i

that the pull-down path is disabled. The
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_ (a) n-type network ' ; (b) Example
Figure 6-52 Basic concepts of a dynamic gate. et

eva]uaﬁon FET eliminates ahy static power_that would be consumed during the precharge period
(i.e., static current would flow between the supplies if both the pull-down and the precharge
device were turned on simultaneously). '

Evaluation ; : -
For CLK = 1, the precharge transistor M, is off, and the evaluation transistor M, is turned on. The
output is conditionally discharged based on the input values and the p ull-dawn topology. If he
inputs are such that the PDN conducts, then a low resistance path exists between Out and GND,
and the output is discharged to GND. If the PDN is turned off, the precharged value remains
stored on the output capacitance C, which is a combination of junction capﬂCita“‘_:es’ the wiring
capacitance, and the input capacitance of the fan-out gates. During the evaluation phase, the only
possible path between the output node and a supply rail is to GND. Consequently, once Out is
discharged, it cannot be charged again until the next precharge operation. The inputs to the gate
can thus make at most one transition during evaluation, Notice that the output can be in the .
Riohsimpidnse srite during the evaluation period if the pull-down network is turned off. This
behavior is fundamentally different from the static counterpart that always has a low resistance
Path between the output and one of the power rails.
" As an example, consider thé circuit shown in Figure 6-52b. During the precharge phase
(CLK = 0), the output is precharged to Vpp, regardless of the input values, because the evaluation
device is turned off, During evaluation (CLK = 1), a conducting path is created between Qur and
GND if (a_nd- only if) A - B + C is TRUE. Otherwise, the output remains at the precharged state of

Vop. The following function is thus rea}ize'd: ;

. Out = CLK +(A-B+C)- CLK ey
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igh. For a low input signal, no additional
low transition, on the other hand, requires
pull-down network. Therefore, L,y 1S pro-
f the pull-down network. The presence of
it presents an extra series resistance. Onmit-
may result in static power dissipation and

switching occurs. As a result, foery = 0! The high-to-
the discharging of the output capacitance through the
portional to C; and the current-sinking capabilities o
the evaluation transistor slows the gate somewhat, as
ting this transistor, while functionally not forbidden,
potentially a performance loss. | b

charge time on the switching speed of the gate. The precharge time is determined by the time it
takes to charge C; through the PMOS precharge transistor. During this time, the logic in the gate
cannot be utilized. Very often, however, the overall digital system can be designed in such a way
that the precharge time coincides with other system functions. For instance, the precharge of the
arithmetic unit in a microprocessor could coincide with the instruction decode. The designer has
to be aware of this “dead zone” in the use of dynamic logic and thus should carefully consider
the pros and cons of its usage, taking the overall system requirements into account.

The preceding analysis is somewhat unfair because it ignores the influence of the pre-

Example 6.15 A Four-Input Dynamic NAND Gate

Figure 6-53 s_hows.thé 'desi'g'n-of é'four—input NAND example des_igned using the dynamicf _
circuit style. Due to the dynamic nature of the gate, the derivation of the voltage-transfer

g@' | _ Py T ¥ l
CLK—CI 2 0 1
‘ 3 Out

My % 15
] £
[nz__l . >
0.5
tny

_ Y

Ing—ﬁ
CLK —

Flgure 6-53  Schematic and transient response of a four-input dynamic NAND Qate-
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characteristic diverges from the traditional approach. As discussed earlier, we assun?e- that
the switching threshold of the gate equals the threshold of the NMOS pull-down transistor.
This results in asymmelrical noise margins, as shown in Table 6-10.

Table 6-10 The dc and ac parameters of a four-input dynamic NAND.

Transistors  Voy Voo Vi NMy NM, tonL toLn tore

25V . OV' Vi  25-Vp Vo 110ps  Ops . . 83ps

6

The dynamic behavior of the gate is simulated with SPICE. It is assumed that a]l
inputs are set high when the clock goes high. On the rising edge of the clock, the output
node is discharged. The resulting transient response is plotted in Figure 6-53, and the
propagation delays are summarized in Table 6-10. The duration of the precharge cycle can
be adjusted by changing the size of the PMOS precharge transistor. Making the PMOS too
large should be avoided, however, as it both slows down the gate and increases the capaci-
tive load on the clock line. For large designs, the latter factor might become a major design
concern because the clock load can become excessive and hard to drive. {

_As mentioned earlier, the static gate parameters are time dependent. To illustrate
this, consider a four-input NAND gate with all the partial inputs tied together, and are
making a low-to-high transition. Figure 6-54 shows a transient simulation of the output .
voltage for three different input transitions—from 0 to 0.45 V, 0.5V and 0.55V, respec-
tively. In the preceding discussion, we have defined the switching threshold of the
-dynamic gate as the device threshold. However, notice that the amount by which the out-
put voltage drops is a strong function of the iput voltage. and the available evaluation
time. The noise voltage needed to corrupt the signal has to be larger if the evaluation time e
is short. In other words, the switching threshold is truly time dependent.

3.0

20

1.0

Volrage. V

0.0

oV e B RONEL RN S TON] SN
Time, ns

?Lgeu;z 1?a4 Effect of an input glitch on the output.
Alarger c Iiltn?\ threshold depends on the time for evaluation.
glitch is acceptable if the evaluation phase is shorter.
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Vop

Out

;ﬂ . CLK —| | M,
L | S L
(a) |

(b)
Figure 6-58 Static bleeders compensate for the charge leakage.

adding a bleeder transistor, as shown in Figure 6-58a. The only function of the bleeder—an
NMOS style pull-up device—is to compensate for the charge lost due to the pull-down leakage
paths. To avoid the ratio problems associated with this style of circuit and the associated static
power consumption, the bleeder resistance is made high (in other words, the device is kept
small). This allows the (strong) pull-down devices to lower the Out node substantially below the
switching threshold of the next gate. Often, the bleeder is implemented in a feedback configura-
tion to eliminate the static power dissipation altogether (Figure 6-58b).

Charge Sharing

Another important concern in dynamic logic is the impact of charge sharing. Consider the circuit
in Figure 6-59. During the precharge phase, the output node is precharged to V. Assume that all

'fnputs are set to O during precharge, and that the capacitance C, is discharged. Assume further that

input B remains at 0 during evaluation, while input A makes a

M, on. The charge stored originally on capacitor C, is redistributed over C, and C,. This causes

a drop in the output voltage, which cannot be recovered due to the dynamic nature of the circuit.
The influence on the output voltage is

) readily calculated, Under the assumptions given
Previously, the following initial conditions ar

e valid: V,,,(t = 0) = V,,, and Vy(t = 0) = 0. As a
result, two possible scenarios must be considered; 9 '
LAV, <V, . Inthis case, .

> the final value ¢ AN 3 i
. thenyiags | g ue éf Vx equals V?D Vi(Vy). Ch_grge conservation

0 — 1 transition, turning transistor

CiVop = CLVfinal) + C [V pp Vi (V)]
or .

our our ) DD) C" DD ﬂ( )
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Figure 6-59 Charge sharing in dynamic networks.
2.AV,, >Vy,. V,, and Vy then reach the same value:
s e il sifhs 6.44
AVour_ ___-._-VDD(CQ + CL) =i v ( A44)

We determine which of these scenarios is valid by the capacitance ratio. The boundary condition
between the two cases can be determined by setting AV, equal to V7, in Eq. (6.44), yielding

Ca = i Yl (6.45) .
; CL VDD w VTH \

Case 1 holds when the (C,/C,) ratio is smaller than the condition defined in Eq. (6.45). If not,

Eq. (6.44) is valid. Overall, it is desirable to keep the value of AV, below |[Vz,|. The output of |
% i

the dynamic gate might be connected to a static inverter, in which case the low-level of V,,
would cause static power consumption. One major concern is a circuit malfunction if the output

voltage is brought below the switching threshold of the gate it drives.

Example 6,18 Charge Sharing
Let us consider the impact of charge sharing on the dynamic logic gate shown in Figure 6-60,
which implements a three-input EXOR function y = A @ B @ C. The first question to be - -
resolved is what conditions cause the worst case voltage drop on node y. For simplicity, ignore
the load inverter, and assume that all inputs are low during the precharge operation and that all
isolated internal nodes (V,, V,, V,, and V,)) are initially at O V.
Inspection of the truth table for this particular logic function shows that the output'.
stays high for 4 out of 8 cases. The worst case change in output is obtained by exposing ﬂ
the‘ maximum amount of internal capacitance to the output node during the evaluation ) '
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to Vpp during precharge, charge sharing does not occur. This solution obviously comes at the
cost of increased area and capacitance.

Capacitive Coupling

The relatively high impedance of the o'utput node makes the circuit very sensitive to crosstalk
effects. A wire routed over or next to a dynamic node may couple capacitively and destroy the
state of the floating node. Another equally important form of capacitive coupling is backgate (or
output-to-input) coupling. Consider the circuit shown in Figure 6-62a, in which a dynamic two-
input NAND gate drives a static NAND gate. A transition in the input In of the static gate may
cause the output of the gate (Out,) to go low. This output transition couples capacitively to the
other input of the gate (the dynamic node Out,) through the gate—source and gate—drain capaci-
tances of transistor M,. A simulation of this effect is shown in Figure 6-62b. It demonstrates how
the coupling causes the output of the dynamic gate Qut, to drop significantly. This further causes
the output of the static NAND gate not to drop all the way down to 0 V and a small amount of
static power to be dissipated. If the voltage drop is large enough, the circuit can evaluate incor-
rectly, and the NAND output may not go low. When designing and laying out dynalmc circuits,
special care is needed to mlmrmze capacitive couplmg

Clock Feedthrough

A special case of capacitive coupling is clock feedthrough, an effect caused by the capacmve
coupling between the clock input of the precharge device and the dynamic output node. The cou-
pling capacitance consists of the gaté-to-drain capacitance of the precharge device, and includes
both the overlap and channel capacitances. This capacitive coupling causes the output of the

dynamic node to rise above Vpp, on the low-to-high transition of the clock, assuming that the -

pull-down network is turned off. Subsequently, the fast rising and falling edges of the clock cou-
ple onto the signal node, as is quite apparent in the simulation of Figure 6-62b.

The danger of clock feedthrough is that it may cause the normally reverse-biased junction
diodes of the precharge transistor to become forward biased. This causes electron injection into
the substrate, which can be collected by a nearby high-impedance node in the 1 state, eventually
resulting in faulty operation. CMOS latchup might be another result of this injection. For all pur-
poses, high-speed dynamic circuits should be carefully simulated to ensure that clock
feedthrough effects stay within bounds. i

All of the preceding considerations demonstrate that the design of dynamic circuits is
rather tricky and requires extreme care. It should therefore be attempted only when high perfor-
mance is required, or hlgh quality design-automation tools are available.

~6.3.4 Cascading Dynamic Gates

Besides the signal integrity issues, there is one major catch that complicates the design of
dynamic circuits; Straightforward cascading of dynamic gates to create multilevel logic struc-

tures does not work. The problem is best illustrated with two cascaded n-type dynamic
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Figure 6-62 Example demonstrating the effect of backgate coupling:
(a) circuit schematics; (b) simulation results.
inverters, shown in Figure 6-63a. During the precharge phase (i.e., CLK = 0), the outputs Cff
both inverters are precharged to Vpp,. Assume that the primary input In makes a 0 — 1 transl-
tion (Figure 6-63b). On the rising edge of the clock, output OQut, starts to discharge. The sec- -
: ond output should remain in the precharged state of Vpp as its expected value is 1 (Out
'] transitions to 0 during evaluation). However, there is a finite propagation delay for the input to
discharge Out, to GND. Therefore, the second output also starts (0 discharge. As long as Out,
“exceeds the switching threshold of the second gate, which approximately equals Vg, a con-
- ducting path exists between Out, and GND, and precious charge is lost at Out,. The conduct- "
. .ing path is only disabled once Out, reaches Viy, and turns off the NMOS pull-down transistor. :
' This leaves Out, at an intermediate voltage level. The correct level will not be recovered,
1 because dynamic gates rely on capacitiye storage, in contrast to static gates, which have dc res
: torgtion. The charge loss leads to reduced noise margins and potential malfunctioning.
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Va
CLK ; \

Figure 6-63 ' Cascade of dynamic n-type blocks.

The cascading problem arises because thc'ou_tputS of each gate—and thus the inputs to the
next stages—are precharged to 1. This may cause inadvertent discharge in the beginning of the
evaluation cycle. Setting all the inputs to 0 during precharge addresses that concern. When doing
s0, all transistors in the pull-down network are turned off after precharge, and no inadvertent dis-
charging of the storage capacitors can occur during evaluation. In other words, correct operation
is guaranteed as long as the inputs can only make a single 0 — 1 transition during the evalu-
ation period.’ Transistors are turned on only when needed—and at most, once per cycle. A
number of design styles complying with this rule have been conceived, but the two most impor-

tant ones are discussed next.

Domino Logic

Concept A domino logic module [Krambeck82] consists of an n-type dynamic logic block
followed by a static inverter (Figure 6-64). During precharge, the output of the n-type
dynamic gate is charged up to Vpp, and the output of the inverter is set to 0. During evalua-
tion, the dynamic gate conditionally discharges, and the output of the inverter makes a condi-
tional transition from 0 — 1. If one assumes that all the inputs of a domino gate are outputs
of other domino gates,® then it is ensured that all inputs are set to 0 at the end of the pre-
charge phase, and that the only transitions during evaluation are 0 — 1 transitions. Hence,
the formulated rule is obeyed. The introduction of the static inverter has the additional advan-
tage that the fan-out of the gate is driven by a static inverter with a low-impedance output,
which increases noise immunity. Also, the buffer reduces the capacitance of the dynamic out-
put node by separating internal and load capacitances. Finally, the inverter can be used to
drive a bleeder device to combat leakage and charge redistribution, as shown in the second
stage of Figure 6-64.

'

;I'hls 1gnores the impact of charge distribution and leakage effects, discussed earlier. )
tis required that all other inputs that do not fall under this c| 0“5“““
iy vaiiaiing . classification (for instance, prlmary mputs) stay c i
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Figure 6-64 Domino CMOS logic.

Consider now the operation of a chain of domino gates. During precharge, all inputs are
set to 0. During evaluation, the output of the first domino block either stays at O or makes a
0 — 1 transition, affecting the second gate. This effect might ripple through the whole chain,
one after the other, similar to a line of falling dominoes—hence the name. Domino CMOS has

the following properties:

* Since each dynamic gate has a static inverter, only noninverting lo gic can be impleme_nteﬂ.
Although there are ways to deal with this, as discussed in a subsequent section, this is a
major limiting factor, and pure domino design has thus become rare.

* Very high speeds can be achieved: only a rising edge delay exists, while 1,51 €quals zero.
The inverter can be sized to match the Jan-oii, which is already much smaller than in the
complimentary static CMOS case, as only a single gate capacitance has to be accounted

for per fan-out gate. :

3
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7.6 Nonbistable Sequentia] Circuits
7.6.1  The Schmitt Trigger .
7.6.2 Monostable Sequential Circuits
7.6.3 ' Astable Circuits

7.7  Perspective: Choosing a Clocking Strategy

7.8 Summary
7.9 To Probe Further

7.1 Introduction g
As described earlier, combinational logic circuits have the property that the output of a logic
block is only a function of the current input values, assuming that enough time has elapsed for
the logic gates to settle. Still, virtually all useful systems require storage of state information,
leading to another class of circuits called sequential logic circuits. In these circuits, the output
depends not only on the current values of the inputs, but also on preceding input values. In other
words, a sequential circuit remembers some of the past history of the system—it has mcmc)ry. :
Figure 7-1 shows a block diagram of a generic finite-state machine (FSM) that consists of
combinational logic and registers, which hold the system state: The system depicted here
belongs to the class of synchronous sequential sys_tems, in which all registers are under control
of a single global clock. The outputs of the ESM are a function of the current Inputs and the Cur-
rent State. The Next State is determined based on the Current State and the current Inputs and is
fed to the inputs of registers. On the rising edge of the clock, the Next State bits are copied to the
f)utputs of the registers (after some propagation delay), and a new cycle begins. The register then
ignores changes in the input signals until the next rising edge. In general, registers can be po.’s‘f-
n:e ed&fe triggered (wherc‘ the input data is copied on the rising edge of the clock) or negan‘ve'
Zt ﬁfergiiirie:pi\;here the input data is copied on the falling edge, as indicated by a small circle .
S o ot e e e e L
ing the correct selection is getting increaéingl l'm G f:lockmg metlh(?dolo.gles. s mak—
. ¥ important in modern digital circuits, and can

Inputs —— é
»| COMBINATIONAL gl
LOGIC
Current State
Registers Next State
% Q D
|
- CLK
gure 7-1 Block diagram .
-. . ) of a finite- ;
l . Positive edge-triggered registers"“'te state machine, using
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- have a great impact of performance, power, and/or design complexity. Before embarking on a

S detailed discussion of the various design options, a review of the relevant design metrics and a
~classification of the sequential elements is necessary.

7.1.1 / Timing Metrics for Sequential Clréuits

There are three important timing parameters associated with a register. They.are shown in

Figure 7-2. The setup time (t,) is the time that the data inputs (D) must be valid before the clock

transition (i.e., the 0 — 1 transition for a positive edge-triggered register). The hold time (thora) 18
 the time the data input must remain valid after the clock edge. Assurﬁing that the setup and hold

times are met, the data at the D input is copied to the Q output after a worst case propagation
 delay (with reference to the clock edge) denoted by tel '

Once we know the timing information for the registers and the combinational logic
blocks, we can derive the system-level timing constraints (see Figure 7-1 for a simple system
view). In synchronous sequential circuits, switching events take place concurrently in response
to a clock stimulus. Results of operations await the next clock transitions before progressing to

- the next stage. In other words, the ncxf_ cycle cannot begin unless all current computations have
~ completed and the system has come to rest. The clock period T, at which the sequential circuit
operates, must thus accommodate the longest delay of any stage in the network. Assume that
‘the worst case propagation delay of thé' logic equals ré,ogjc; while its minimum delay—also
called the contamination delay—is t.;. The minimum clock period T required for proper opera-

~ tion of the sequential circuit is given by - _ :

T2t +1

,c_.q p p.fogic.-*_- .tsu i (7.1) '

i i

R _ ‘The hold time of the register imposes an extra constraint for proper operation, namely

| ; i r::dregr'.'.‘i'er + tcd!'_ag:’c 2 rfwl_d ) (72)
X '_'_ ; : ELic _ e |
i ! ' ¢ Register
v A lsy Yhotd : ; D - {l |
‘ . | |
B DATA | iCLK |
STARLE : ¢ , !
- le-y¢ __’ F
Q g - DATA j
o : i STABLE ¢

Figure 7-2- Definition of selup time, hold time, and propagation delay of a synchronous
register. - o I _ bepetoi
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L8 the minimum propagation delay (or comaminatifm delay) of the regi§ter. I!]jg;
wicae tfdmgmerl that the input data of the sequential elements 1s held long enough afte_f'._t_ht.’-..i
constrra;nt CDS; I:Snot modified too soon by the new wave of data coming in. v 20 i
i oo from Eq. (7.1), it is important to minimize the values of the timing parameters
associjz?tzds fi:irih rt‘l)va regi.ster, as these directly affect the rate at W]’:liCh a sequential circu?t-can'b'e- .
clocked. In fact, modern high-performance systems are charactenz'ed.by- a very l.ow logic depth,
and the register propagation delay and setup times account for :‘1 significant portion ?f the cl_"‘fk- o
period. For example, the DEC Alpha EV6 microprocessor [Gleseke97] has a max1mun¥ logic -
depth of 12 gates, and the register overhead stands for approximately 1?% of the clocl-< period. In it
general, the requirement of Eq. (7.2) is not difficult to meet, although it becomes an issue when 2
there is little or no logic between registers." :

7.1.2 Classification of Memory Elements

Foreground versus Background Memory

At a high level, memory is classified into background and foreground memory. Memory that is
embedded into logic is foreground memory and is most often organized as individual registers or
register banks. Large amounts of centralized memory core are referred to as background mem-

ory. Background memory, discussed in Chapter 12, achieves higher area densities through effi- |

cient use of array structures and by trading off performance and robustness for size. In this
chapter, we focus on foreground memories. " ' :

Static versus Dynamic Memory

Memories can be either static or dyhami_c. Static memories preserve the state as long.. as the
power 1s rned on. They are built by usin .

topology consists of intentional connectio
circuit. Static memories are most useful
ods of time., Configuration data, loaded

g positive feedback or regeneration, where the circuit
ns between the output and the input of a combinational
when the register will not be updated for extended peri-

al power-up time, is a good example of static data. This
conditi “ 1 . RATEN:
on also holds for most processors that use conditional clocking (i.e., gated clocks) where .

dules. In that case, there are no guarantees on how fre- |

the clock is turned off for unused mo
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circuits that require high performance levels and are periodically clocked. It is possible to use
dynamic circuitry even when circuits are condmonully clocked, if the state can be discarded

when a module goes into idle mode.

Latches versus Registers
A latch is an essential component in the construction of an edge-triggered register. It is a level-

sensitive circuit that passes the D input to the Q output when the clock signal is high. This latch
is said to be in transparent mode. When the clock is low, the input data sampled on the falling
edge of the clock is held stable at the output for the entire phase, and the latch is in hold mode.
The inputs must be stable for a short period around the falling edge of the clock to meet setup
and hold requirements. A latch operating under these conditions is a positive latch. Similarly, a
negative latch passes the D input to the Q output when the clock signal is low. Positive and neg-
ative latches are also called transparent high or transparent low, respectively. The signal wave-
forms for a positive and negative latch are shown in Figure 7-3. A wide variety of static and
dynamic implementations exists for the realization of latches.

Contrary to level-sensitive latches, edge-triggered registers only sample the input on a
clock ‘ransition—that is, 0 — 1 for a positive edge-triggered register, and 1 — O for a negative
edge-triggered register. They are typically built- to use the latch primitives of Figure 7-3. An
often-recurring configuration is the master—slave structure, that cascades a positive and negative
latch. Registers also can be constructed by using one-shot generators of the clock signal
(“glitch” registers), or by using other speéializéd s'tructures..Ex;imples of these are shown later
in this chapter.

The literature on sequentlal circuits has been plagued by ambiguous definitions for the dif-
ferent types of storage elements (i.e., register, flip-flop, and latch). To avoid confusion, we

adhere strictly to the following set of definitions in this book:

Positive Latch Negative Latch
In =D 0 Out In—=D Q—P'.Our
G ' G
fCLK fCLK
|

clk [ ’ [ ek [ | e
X0 XXX

Out
L
Out Out

Our
stable foﬂows In , stable  follows In

Figure 7-3 Timing of positive and negative latches.
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« An edge-triggered SIOTAge element is called a register;

« A latch is a level-sensitive device; ; ' T il
« and any bistable component, formed by the cross coupling of gates, is called a ﬂlp-ﬂop.z_ e

7.% Static Latches and Registers

721 The Bistability Principle

Static memories use positive feedback to create a bistable circuit—a circuit haviqg two stable
states that represent 0 and 1. The basic idea is shown in Figure 7-4a, which shows two inverters
connected in cascade along with a voltage-transfer characteristic typical-of such a circuit. Also
plotted are the VTCs of the first inverter—that is, V,; versus V;;—and the second inverter (‘i{,2
versus V,,). The latter plot is rotated to accentuate that V;, = V,;. Assume now that the output of
the second inverter V., is connected to the input of the first V;;, as shown by the dotted lines in
Figure 7-4a. The resulting circuit has only three possible operation points (4, B, and C), as dem-
onstrated on the combined VTC. It is easy to prove the validity of the following important
conjecture: : o

When the gain of the inverter in the transient region is larger than 1,A and B are the
only stable operation points, and Cis a metastable operation point. S¥s

‘ Suppose that the Cross_-coupled inverter pair is biased at point C. A small deviation frofn :
this bias point, possibly caused by noise, is_amplified and regenerated around the circuit loop.

A \

<
S e

S

V& "

r__V“ D Youm ¥is {>°Vaz

e T p——

——

Vfl = Voz

Figu ' .
gure 7-4 .Two cascaded Inverters (a) and their VTCs (b)

; red repister i .
bistable element Bl 18 often referred to as a flip-flop as well, In thj bRl .
(o . J Skt i « AL LIS text ﬂlp—ﬂop is used t 3 Yo S
i o uniquely mean ./ .- ..
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Vi =V,
i

V}

®)

Figure 7-5 Metastable Versus stable operatlon points.

This is a result of the gain around the loop bemg largcr than 1. The effect is demonstrated in
Figure 7-5a. A small deviation § is applied to V;; (biased in C). This deviation is amplified by the
gain of the inverter. The enlarged divergence is applied to the second inverter and amplified once
more. The bias point moves away from C until one of the operation points A or B is reached. In
conclusion, C is an uastable operanon point. Every deviation (even the smallest one) causes the
operation point to run away from its original bias. The chance is indeed very small that the cross-
coupled inverter pair is biased at c and stays there. Operation points with this property are
termed metastable.

On the other hand, A and B are stable operatlon pomts as demonstrated in Figure 7-5b. In
these points, the loop gain is much smaller than unity. Even a rather large deviation from the
operation point reduces in sizesand disappears.

Hence, the cross coupling of two inverters results in a b:stable c1rcu1t—that is, a circuit
with two stable states, each correspondmg to a Ioglc state. The circuit serves as a memory, Stor-
ing either a 1 or a 0 (corresponding to positions A and B).

In order to change the stored value, we must be able to bring the circuit from state A to B
and vice versa. Since the precondition for stability is that the loop gain G is smaller than unity,
we can achieve this by making A (or B) temporarily unstable by increasing G to a value larger
than 1. This is generally done by applying a trigger pulse at V;; or V,,. For example, assume that
the system is in position A (V;, =0, V,, = 1). Forcing V; to 1 causes both inverters to be on simul-
- taneously for a short time and the loop gain G to be larger than 1. The positive feedback regener-
~ ates the effect of the trigger pulse, and the circuit moves to the other state (B, in this case). The

~ Width of the trigger pulse need be only a little larger than the total propagation delay around the
B circuit loop, which is twice the average propagation delay of the inverters.

3 In summary, a bistable circuit has two stable states. In absence of any triggering, the cir-
Cuit remains in a single state (assuming that the power supply remains applied to the circuit) and
thus remembers a value, Another common name for a bistable circuit is flip-flop. A flip-flop is
useful only if there also exists a means to bring it from one state to the other one. In general, two
dlfferent approaches may be used to accompllsh the following: :
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« Cutting the feedback loop. Once the feedback loop is open, a new value can easily be

written into Out (or Q). Such a latch is called multiplexer based, as it realizes that the logic- f

expression for a synchronous latch is identical to the multiplexer equation: s
0 = Clk-Q+Clk - In (73)

This approach is the most popular in today’s latches, and thus forms the bulk of this
section. . g

« Overpowering the feedback loop. By applying a trigger signal at the input of the flip-
flop, a new value is forced into the cell by overpowering the stored value. A careful sizing
of the transistors in the feedback loop and the input circuitry is necessary to make this pos--
sible. A weak trigger network may not succeed in overruling a strong feedback loop. This
approach used to be in vogue in the earlier days of digital design, but has gradually fallen
out of favor. It is, however, the dominant approach to the implementation of static back-
ground memories (which we discuss more fully in Chapter 12). A short introduction will
be given later in the chapter. ' i - 8 -

7.2.2 Y Multiplexer-Based Latches

The most robust and common technique to build a latch involves the use of transmission-gate
multiplexers. Figure 7-6 shows an implementation of positive and negative static latches based
on multiplexers. For a negative latch, input 0 of the multiplexer is selected when the clock is low,
and the D input is passed to the output. When the clock signal is high, input 1 of the multiplexer,
which connects to the output of the latch, is selected. The feedback ensures a stable output as .
long as the clock is high. Similarly.in the positive latch, the D input is selected when the clock
signal is high, and the output is held (using feedback) when the clock signal is low.

A ftransistor-level implementation of a positive latch based on multiplexers is shown in_
Figure 7-7. When CLK is high, the bottom transmission gate is on and the latch is transparent—
that is, the D input is copied to the Q output. During this phase, the feedback loop is open,' since:
the top transmission gate is off. Sizing of the transistors therefore is not critical for realizing cor- -
rect functionality. The number of transistors that the clock drives is an important metric from a5
power perspective, because the clock has an activity factor of 1. This particular latch irnplemeh* o

Negative latch Positive latch

’10

SRR TELRE
- Figure 7-6 Negative and positive latches

CLK

based on multiplexers.
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1> e

CLK

Figure 7-7 Tra-hsistor-IeVel implementation of a pbsitive latch
built by using transmission gates. - ) :

CLK e T
e { Ou Lk
% o Dc Ou |
- CLK
CLK
. (a) Schematic diagram . - (b) Non overlapping clocks

Figure 7-8 Multiplexer-based NMOS latch by using NMOS-only pass transistors
for multiplexers. : : :

tation is not very efficient from this persj:iectivc: It__"prcscnts a load of four transistors to the CLK
signal. : ' e

It is possible to reduce the clock load to two transistors by implementing multiplexers that
use as NMOS-only pass transistors, as shown in Figure 7-8, When CLK is high, the latch sam-
Ples the D input, while a low clock signal enables the feedback loop, and -puts the latch in the
hold mode. While attractive for its simplicity, the use of NMOS-only pass transistors results in
the passing of a degraded high voltage of Vp,,,— Vr, to the input of the first inverter. This impacts
both noise margin and the switching performance, especially in the case of low values of V,,

- and high values of Vy,. It also causes static power dissipation in the first inverter, because the
- maximum input voltage to the inverter equals Vpp— Vg, and the PMOS device of the inverter is
< never fully turned off.

/723 Master-Slave Edge-Triggered Register

;_:_The most common approach for constructing an edge-triggered register is to use a master—slave
.;_Ig-conﬁgurzftllon, as shown in Figure 7-9. The register consists of cascading a negative latch (master -
_stagg) Wwith a positive one (slave stage). A multiplexer-based latch is used in: this particular.
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CLK _
Figure 7-9 Positive edge-triggered register based on a master—slave configuration.

implementation, although any latch could be used. On the low phase of the clock, the master
stage is transparent, and the D input is passed to the master stage output, Qy,. During this period, :
the slave stage is in the hold mode, keeping its previous value by using feedback. On the rising
edge of the clock, the master stage stops sampling the input, and the slave stage starts sampling.
During the high phase of the clock, the slave stage samples the output of the master stage (Qy),
while the master stage remains in a hold mode. Since Q,, is constant during the high phase of the
clock, the output Q makes only one transition per cycle. The value of Q is the value of D right
before the rising edge of the clock, achieving the positive edge-triggered effect. A negative edge-
triggered register can be constructed by using the same principle by simply switching the order
of the positive and negative latches (i.e., placing the positive latch first). "
A complete transistor-level implementation of the master—slave positive edge-mggercd e
register is shown in Figure 7-10. The multiplexer is implemented by using transmission gates as -
discussed in the previous section. When the clock is low (CLK = 1), T, is on and T; is off, and
the D input is sampled onto node Q. During this period, T, and T, are off and on, respéctively.-_' .
The cross-coupled inverters (s, I) hold the state of the slave latch. When the clock goes high,
the master stage stops sampling the input and goes into a hold mode. T, is off and T; is on, and

the cross-coupled inverters , and I, hold the state of Q- Also, T; is on and T, is off, and QM is - |
copied to the output Q. ey

B3 - P
Tz % [5 T4
i
" - N —r—
D Ou / -
\‘ Sot T, >° =
CLK ) i - | e

Figure 7-10 Ma . t
o, _Sler—siave_posmve edge-triggered register, A S oo
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Problem 7.1  Optimization of the Master-Slave Register

It is possible to remove the invertets /, and 14 from Figure 7-10 without loss of functionality. Is there any
advantage to including these inverters in the implementation?

Timing Properties of Multiplexer-Based Master-Slave Re-gisters

Registers are characterized by three important timing parameters: the setup time, the hold time

and the propagation delay. It is important to understand the factors that affect these timing

parameters and develop the intuition to manually estimate them. Assume that the propagation

delay of each inverter is ¢ tyg_iny> and the ];iropagation delay of the transmission gate is 7, ,.. Also
assume that the contamination delay 1s 0, and that inverter, denvmg CLK from CLK, has a delay
of 0 as well. - :

The setup time is the time before the rising edge of the clock that the input data D must be -
valid. This is similar to asking the question, how long before the rising edge of the clock must
the D input be stable such that Q,, samples the value reliably? For the transmission gate multi-
plexer-based register, the input D has to propagate through 1» Ty, Iy, and I, before the rising edge
of the clock. This ensures that the node voltages on both terminals of the transmission gate T,
are at the same value. Otherwise, it is possible for the cross-coupled pair 7, and I, to settle to an
incorrect value. The setup time is therefore equal to 3 X 1 Uod vt Spd b

The propagation delay is the time it.takes for the value of Q,,to'propagate to the output 0.
Note that, since we included the delay of I, in the setup time, the output of /, is valid before the
rising edge of the clock. Therefore, the delay'z__, is Sim'ply the delay through T3__and Tl =
Lt o F Lid ) 7

The hold time represents the time that the input must be held stable after the rising edge of
the clock. In this case, the transmission gate 7, turns off when the clock goes high. Since both
the D input and the CLK pass through inverters before reachmg Ty, any changes in the input

after the clock goes high do not affect the output. Therefore the hold time is 0.

[

Example 7.1 Timing Analysis, Using SPICE

To obtain the setup time of the register whlle using SPICE we progressively skew the
input with respect to the clock edge until the circuit fails, Figure 7-11 shows the setup-
time simulation assuming a skew of 210 ps and 200 ps. For the 210 ps case, the correct
value of input D is sampled (in this case, the Q output'remains at the value of V,p). Fora
skew of 200 ps, an incorrect value propagates to the 6utput, as the Q output transitions to
0. Node Q,, starts to go high, and the output of , (the input to transmission gate T,) starts
to fall, However, the clock is enabled before the two nodes across the transmission gate 7,
settle to the same value, This results in an incorrect value being written into the master
latch. The setup time for this register is 210 ps. _

*In a similar fashion, the hold time can be simulated. The D-input edge is once again
skewed relative to the clock signal until the circuit stops functioning. For this design, the .
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Figure 7-13 Reduced load clock load static master-slave register.
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@c T, I Q
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Figure 7-14 Reverse conduction possible in the transmission gate.

Al

ratioed. Figure 7-13 shows that the feedback transmission gate can be eliminated by directly
cross-coupling the inverters.

The penalty paid for the reducted in clock load is an increased design complexity. The
e transmission gate (T}) and its source driver must overpower the feedback inverter (/) to switch
: the state of the cross-coupled inverter. The sizing requirements for the transmission gates can be
derived by using an analysis similar to the one used for the sizing of the level-restoring device in
Chapter 6. The input to the inverter /; must be brought below its switching threshold in order to
make a transition. If minimum-sized devices are to be used in the transmission gates, it is essen-

e RS e kg L S B e

tial that the transistors of inverter I, should be made even weaker. This can be accomplished by
making their channel lengths larger than minimum. Using minimum or close-to-minimum size
4 devices in the transmission gates is desirable to reduce the power dissipation in the latches and
B the clock distribution network. '
{ 3 - Another problem with this scheme is reverse conduction—the second stage can affect the
; ' state of the first latch. When the slave stage is on (Figure 7-14), it is possible for the combination
E. : of T, and I, to influence the data stored in the I;—/, latch. As long as I, is a weak device, this for-
; tunately not a major problem.
|43 :
B Non-Ideal Clock Signals

So far, we have assumed that CLK is a perfect inversion of CLK, or in other words, that the delay
% of the generating inverter is zero. Even if this were possible, this still would not be a good
assumption. Variations can exist in the wires used to route the two clock signals, or the load
capacitances can vary based on data stored in the connectin g latches. This effect, known as clock
skew, is a major problem, causing the two clock signals to overlap, as shown in Figure 7-15b.

_ Clock overlap can cause two types of failures, which we illustrate for the NMOS- only negative
master-slave register of Figure 7—15a
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. (b) Overlapping clock pairs

Figure 7-15 Master—slave register 'based on NMOS-o_nIy pass transistors.

1. When the clock goes high, the slave stage should stop sampling the master stage output
and o into a hold mode. However, since CLK and CLK are both high for a short pe"riOdﬂqf sy
time (the overlap period), both sampling pass transistors conduct, and there is a direct palh
from the D input to the Q output. As a result, data at the output can change on the ﬁsiﬂgf'
edge of the clock, which is undesired for a negative edge-tri ggered register. This is known

as a race condition in which the value of the output Q is a function of whether the input D,
arrives at node X before or after the falling edge

of CLK. If node X is sampled in the meta
stable state, the output will switch 0 a value determined by noise in the system. 3
2. The primary advantage of the multiplexer-based register is that the feedback loop is open

during the sampling period, and therefore the sizing of the devices is not critical to func-

tionality. However, if there is clock overlap between CLK and CLK, node A can be dﬁﬁejn :

by both D and B, resulting in an undefined state, -

These problems cap be avoided by using two nonoverlapping clocks instead, PHI,Zﬁﬂ,
PHI, (Figure 7-16), and by keepi

enough so hat
overlap time, t
Zero, and the j

he FF is in the high-impedance state—the fe e
nput is disconnected, Leakage will destroy t

he name psendosiatic: The register employs a combination of static and dyﬂam‘
aches, depending upon the state of the clock, .l

Storage appro
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_ " (b) Two-phase nonoverlapping clocks”
Figure 7-16 ~ Pseudostatic two-phase D register. i

el el g

Problem 7.2 Generating Nonoverlapping Clocks

implementation of the clock generation circuitry for generating a two-
that each gate has a unit gate delay, derive the timing relationship
the nonoverlap period? How can this period be

Figure 7-17 shows one possible
phase nonoverlapping clock. Assuming
between the input clock and the two output clocks. What is
increased if needed? . . Dy

CLK— o

PHI,

Pt
Figure 7-17 Circuitry for generating a two-phase nonoverlapping clock.

'/ 724 Low-Voltage Static Latches

The scaling of supply voltages is critical for low-power operation. Unfortunately, certain latch__ _

ructures do not function at reduced supply voltages. For example, without the scaling of device : "
esholds, NMOS-only pass transistors (e.g., Figure 7-16) don’t scale well with_supply:\_folltage__ )

T

i 5t
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due to its inherent thresh :
cannot be raised above the switching threshold, resul

use of transmission gates, performance degrades significaritly at reduced supply voltages.

old drop. At very low power supply voltages, the input to the mVerter
ting in incorrect evaluation. Even with the =~

Scaling to low supply voltages thus requires the use of reduced threshold dévices. How- S

ever, this has the neg

ative effect of exponentially increasing the subthreshold leakage power (as. . .

discussed in Chapter 6). When the registers are constantly accessed, the leakage energy typically T

is insignifica

nt compared with the switching power. However, with the use of conditional clocks,

it is possible that registers are idle for extended periods, and the leakage energy expended by

registers can be quite significant.

Many solutions are being explored to address the problem of high leakage during idle peri-
ods. One approach involves the use of Multiple Threshold devices, as shown in Figure 7-18:
[Mutoh95]. Only the negative latch is shown. The shaded inverters and transmission gates are i .

implemented in low-threshold devices. The low-threshold inverters are gated by using high--

threshold devices to eliminate leakage.

During the normal mode of operation, the sleep devices are turned on. When the clock is

low, the D input is sampled and propagates to the output. The latch is in the hold mode when the

clock is high. The feedback transmission gate conducts and the cross-coupled feedback is

enabled. An extra inverter, in parallel with the low-threshold one, is added to store the state when

the latch is in idle (or sleep) mode. Then, the high-threshold devices in series with the low-thresh-
old inverter are turned off (the SLEEP signal is high), eliminating leakage. It is assumed that clpck.'- :

Vop

o Flgure 7-18  Solving the leakage problem, using multiple-threshold CMOS.
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such as channel length modulation and D_IBL. Figure 7-22b plots ;the transient W :
for-different device sizes and confirms that an individual WIL ratio of greater _'-h?“!':G'fibk‘?" _
fé?q:uired to overpower the feedback and switch the state of the latch: i

Storage in a static sequential circuit relies on the concept that a cross-coupled inverter pan'
duces a bistable element and can thus be used to memorize binary values. This approach has

circuit—hence the name static. The major disadvantage of the static gate, however, is its
plexity. When registers are used in computational structures that are constantly clocked (suchas
a pipelined datapath), the requirement that the memory should hold state for extended periods
time can be significantly relaxed. . - i
This results in a class of circuits based on temporary storage of charge on parasitic ca

presence stands for a stored 1. No capacitor is i{:lcal, unfortunately, and some charge leakage_l :
always present. A stored value can thus only be kept for a limited amount of time, typically.ir
the range of milliseconds. If one wants to preserve signal integrity, a periodic refresh of the val 1€
is necessary; hence, the name dynamic storage. Reading the value of the stored signal from
capacitor without disrupting the charge requires the availability of a device with a high-i
impedance. ‘ ,

7.3.1 Dynamic Transmission-Gate Edge-Triggered Registers _
A fully dynamic positive edge-triggered register based on the master—slave concept is shown i
Figure 7-23. When CLK = 0, the input data is sampled on storage node 1, which has an eq
lent capacitance of C,, consisting of the gate capacitance of /,, the junction capacitance.of T
and the overlap gate capacitance of T;. During this period, the slave stage is in a hold mode; with
node 2 in a high-impedance (floating) state. On the rising edge of clock, the transmission gﬁleg;
tums on, and the value sampled on node 1 right before the risin g edge propagates to the outp!
(note that node 1 is stable during the high phase of the clock, since the first umsmission-'gaw

. CLK CLK. .
' «3 e
PR Ac - i i [>o—o
! C
A T-.T

CLK . WOLK T
Figure 7-23 Dynamic edge-triggered register.
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WARNING: The dynmmc circuits shown in this section are very appealing from the: perspec-
tive of complexity, performance, and power. Unfortunately, robustness considerations hmlt their ;
use. In a fully dynamic cireuit like that shown in Figure 7-23, a signal net that is capacnlnv:ly :
coupled to the internal storage node can inject significant noise and destroy the state. This i
especially important in ASIC flows, where there is little control over coupling between Slgna[ %
nets and internal dynamic nodes. Leakage currents cause another problem: Most modern proces_
ors require that the clock can be slowed down or completely halted, to conserve power in low._
acnvlty periods. Finally, the internal dynamic nodes do not track variations in power supply voltJ-
age. For example, when CLK is high for the circuit in Figure 7-23, node A holds its state, but it .
does not track variations in the power supply seen by /;. This results in reduced noise margms o
Most of these problems can be adequately addressed by addmg a weak feedback i mverter
and making the circuit pseudostatic (Figure 7-25). Whlle this comes at a slight cost in delay, u
improves the noise immunity significantly. Unless registers are used in a hlghly—conlrolled envl- i
ronment (for instance, a custom-designed high-performance datapath), they should be made
. pseudostatic or static. This holds for all latches and registers discussed in this section. by

- 'CLK : : i .
CIK.. < b T
Figure 7-25 Making a dynamic latch pseudostatit.

Sl

/ 732 C2MOS—A CIock—Skew Insensnwe Approach | 5 S
The C’MOS Register : : : T e q
Figure 7-26 shows an ingenious positive edge-tnggered register that is based on a mastcr—-slave

concept insensitive to clock overlap. This circuit is called the. C’MOS (Clocked CMOS) ?‘38‘-"“"
[Suzuki73], and operates in two phases: '

1. CLK =0 (CLK = 1): The first tristate driver is turned on, and the master stage acts as an - .
inverter sampling the inverted version of D on the internal node X. The master stage is m
the evaluation mode. Meanwhile, the slave section is in a high-impedance mode, or in a
hold mode. Both transistors M5 and My are off, decoupling the output from the mput. Th,e
output Q retains its previous value stored on the output capacitor ;.
2. The roles are reversed when CLK = 1; The master stage section is in hold mode (M;-M4
off), while the second section evaluates (M;—-M; on). The value stored on Cy, prOPagates
L ‘ - to the output node through the slave stage, which acts as an inverter.

rThe overall circuit operates as a positive edge-triggered master—slave register very  simil
to the transmission-gate-based register presented earlier. However, there is an 1mportantd1fferenc
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Vop Vv ' .
DD 174 D VDD . ._ 7

'_—dMZ ’4‘4‘”6

bo——4' - ] o) D ____‘
L I A
___I I

(a) (0-0) Overlap ' . (b)(1-1) Overlap _
Figure 7-27 C2MOS D FF during overlap periods. No teasible signal path can.exist. e

between /nand D, as illustrated by the arrows. ..
oth the NMOS and PMOS transistors are conducting. This creates a

tput that can destroy the state of the circuit. Simulations have shown
tly as long as the clock rise time (0r fall time) is smaller than
pagation delay of the register. This criterion is not (00 stringeb
gns. The impact of the rise and fall times i jllustrated 1
4 transient response of 2 C2MOS D FF for clock slopes o

otential on exists.

exists a time slot where b
path between input and ou
that the circuit operates COIecC
approximately five times the pro
and it is easily met in practical desi

Figure 7-28, which plots the simulate

respectively, 0.1 and 3 ns. For slow clocks, the p for a race conditl

3.0

Time (ns)

2n10S FF for 0.1-1%
t response of C M
nelent 1955 assuming /N = 1. .
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Dual-Edge Registers

clock distribution network. Figure 7-29 shows a modification of the C2MOS rogister enabling
sampling on both edges. It consists of two parallel masterslave edge-triggered registers, whose
outputs are multiplexed by using tristate drivers. o, .

When clock is high, the positive latch composed of transistors M,~M, is sampling the
inverted D input on node X. Node Y is held stable, since devices My and M, are turned off. On
the falling edge of the clock, the top slave latch Ms—My turns on, and drives the inverted value of
X to the O output. During the low phase, the bottom master latch (M,, My, My, M,,) is turned on,
sampling the inverted D input on node Y, Note that the devices M ; and M, are reused, reducing
the load on the D input: On the rising edge, the bottom slave latch conducts and drives the
inverted version of Y on node Q. Data thus changes on both edges. Note that the slave latches
operate in a complementary fashion—that is, only one of them is turned on during each phase of

the clock.

.I..-'.i.gt.l're 7;29 - C®*MOS-based dual-edge _t'rig'ggred register.
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IN | e | |
L s isolated so charge aécumuléfé’s A : ~ The leakége current attempts td_, i
until Ly/L;change state, B ) charge L,/L,, but the DC path
causing L, to change state as well. - - ' ~ through the shorting transistor -
As a result, the flip-flop outputs change. ~ allowsit to leak away to ground.

Figure 7-39 The need for the shorting transistor M,.

/ 7.5 Pipelining: An Approach to Optimize Sequential Circuits .
Pipelining is a popular design technique often used to accelerate the operation of datapat
digital processors. The concept is explained with the example of Figure 7-40a. The
presented circuit is to compute log(la + b), where both a and b represent streams

(i.e., the computation must be performed on a large set of input values). The mir
period T,,;, necessary to ensure correct evaluation is given as s

Tmi'n = zc—q+ lpd.!'agic i

where 1, and 1, are the propagation delay and the Setup time of the register, rést:cc
assume that the registers are edge-triggered D registers. The term £ sta;1 4o forteh
cas;ldelay path through the combinational network, w Hidh el O?d'ti::;cadder absolu
. and logarithm functions. In conventional systems (th , absolut
i : ; at don’t ;

Vil _ Push the edge of technolo,

[IRE i
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CLK

o ;
CLK ? : I : ' > log Out
.
23] : ]
A

: (a) Reference circuit

8 log Out
g o
CLK CLK
(b) Pipelined version

Figure 7-40 Datapath for the computation of log(|a + bl):

arger than the delays associated with the registers and dominates
the circuit performance. Assume that each logic module has an equal propagation delay. We note
- that each logic module is then active for only one-third of the clock period (if the delay of the
register is ignored). For example, the adder unit is active during the first third of the period and
remains idle (no useful computation) during the other two-thirds of the period. Pipelining is a
technique to improve the resource utilization, and increase the functional through-put. Assume
that we introduce registers between the logic blocks, as shown in Figure 7-40b. This causes the
- computation for one set of input data to spread over a number of clock-periods, as shown in
| ,."-Tabic 7-1. The result for the data set (@;, b,) only appears at the output after three clock periods.

: Iattf:r delay is generally much 1

' ‘Table 7-1 Example of pipelined computations.
.- Clock Period Adder Absolute Value Logarithm
1 .i-_-._a1+b1
2 ay+ by a+ bl .
3 : as+ by la+ bl R _log(lai +by))
4 as+ by |as + by log(|a, + b,))
5 ~ag+ bs lay+ bdl log(|as + by))
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Chapter 2
FPGA Architectures: An Qverview

Field Programmable Gate Arrays (FPGAs) were first introduced almost two and a
half decades ago. Since then they have seen a rapid growth and have become a popular
implementation media for digital circuits. The advancement in process technology
has greatly enhanced the logic capacity of FPGAs and has in turn made them a viable
implementation alternative for larger and complex designs. Further, programmable
nature of their logic and routing resources has a dramatic effect on the quality of
final device’s area, speed, and power consumption.

This chapter covers different aspects related to FPGAs. First of all an overview
of the basic FPGA architecture is presented. An FPGA comprises of an array of
programmable logic blocks that are connected to each other through programmable
interconnect network. Programmability in FPGAs is achieved through an underlying
programming technology. This chapter first briefly discusses different programming
technologies. Details of basic FPGA logic blocks and different routing architectures
are then described. After that, an overview of the different steps involved in FPGA
design flow is given. Design flow of FPGA starts with the hardware description of
the circuit which is later synthesized, technology mapped and packed using different
tools. After that, the circuit is placed and routed on the architecture to complete the
design flow.

The programmable logic and routing interconnect of FPGAs makes them flexible
and general purpose but at the same time it makes them larger, slower and more
power consuming than standard cell ASICs. However, the advancement in process
technology has enabled and necessitated a number of developments in the basic
FPGA architecture. These developments are aimed at further improvement in the
overall efficiency of FPGAs so that the gap between FPGAs and ASICs might be
reduced. These developments and some future trends are presented in the last section
of this chapter.
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2.1 Introduction to FPGAs

Field programmable Gate Arrays (FPGAs) are pre-fabricated silicon devices that can
be electrically programmed in the field to become almost any kind of digital circuit
or system. For low to medium volume productions, FPGAs provide cheaper solution
and faster time to market as compared to Application Specific Integrated Circuits
(ASIC) which normally require a lot of resources in terms of time and money to
obtain first device. FPGAs on the other hand take less than a minute to configure and
they cost anywhere around a few hundred dollars to a few thousand dollars. Also
for varying requirements, a portion of FPGA can be partially reconfigured while
the rest of an FPGA is still running. Any future updates in the final product can be
easily upgraded by simply downloading a new application bitstream. However, the
main advantage of FPGAs i.e. flexibility is also the major cause of its draw back.
Flexible nature of FPGAs makes them significantly larger, slower, and more power
consuming than their ASIC counterparts. These disadvantages arise largely because
of the programmable routing interconnect of FPGAs which comprises of almost 90%
of total area of FPGAs. But despite these disadvantages, FPGAs present a compelling
alternative for digital system implementation due to their less time to market and low
volume cost.
Normally FPGAs comprise of:

e Programmable logic blocks which implement logic functions.

e Programmable routing that connects these logic functions.

e 1/O blocks that are connected to logic blocks through routing interconnect and that
make off-chip connections.

A generalized example of an FPGA is shown in Fig. 2.1 where configurable logic
blocks (CLBs) are arranged in a two dimensional grid and are interconnected by
programmable routing resources. I/O blocks are arranged at the periphery of the
grid and they are also connected to the programmable routing interconnect. The
“programmable/reconfigurable” term in FPGAs indicates their ability to implement
a new function on the chip after its fabrication is complete. The reconfigurabil-
ity/programmability of an FPGA is based on an underlying programming technology,
which can cause a change in behavior of a pre-fabricated chip after its fabrication.

2.2 Programming Technologies

There are a number of programming technologies that have been used for reconfig-
urable architectures. Each of these technologies have different characteristics which
in turn have significant effect on the programmable architecture. Some of the well
known technologies include static memory [122], flash [54], and anti-fuse [61].
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Fig. 2.1 Overview of FPGA architecture [22]

2.2.1 SRAM-Based Programming Technology

Static memory cells are the basic cells used for SRAM-based FPGAs. Most commer-
cial vendors [76, 126] use static memory (SRAM) based programming technology
in their devices. These devices use static memory cells which are divided throughout
the FPGA to provide configurability. An example of such memory cell is shown
in Fig. 2.2. In an SRAM-based FPGA, SRAM cells are mainly used for following
purposes:

1. To program the routing interconnect of FPGAs which are generally steered by
small multiplexors.

2. To program Configurable Logic Blocks (CLBs) that are used to implement logic
functions.

SRAM-based programming technology has become the dominant approach for
FPGAs because of its re-programmability and the use of standard CMOS process
technology and therefore leading to increased integration, higher speed and lower
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Fig. 2.2 Static memory cell
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dynamic power consumption of new process with smaller geometry. There are how-
ever a number of drawbacks associated with SRAM-based programming technology.
For example an SRAM cell requires 6 transistors which makes the use of this tech-
nology costly in terms of area compared to other programming technologies. Further
SRAM cells are volatile in nature and external devices are required to permanently
store the configuration data. These external devices add to the cost and area overhead
of SRAM-based FPGAs.

2.2.2 Flash Programming Technology

One alternative to the SRAM-based programming technology is the use of flash
or EEPROM based programming technology. Flash-based programming technol-
ogy offers several advantages. For example, this programming technology is non-
volatile in nature. Flash-based programming technology is also more area efficient
than SRAM-based programming technology. Flash-based programming technology
has its own disadvantages also. Unlike SRAM-based programming technology, flash-
based devices can not be reconfigured/reprogrammed an infinite number of times.
Also, flash-based technology uses non-standard CMOS process.

2.2.3 Anti-fuse Programming Technology

An alternative to SRAM and flash-based technologies is anti-fuse programming tech-
nology. The primary advantage of anti-fuse programming technology is its low area.
Also this technology has lower on resistance and parasitic capacitance than other two
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programming technologies. Further, this technology is non-volatile in nature. There
are however significant disadvantages associated with this programming technology.
For example, this technology does not make use of standard CMOS process. Also,
anti-fuse programming technology based devices can not be reprogrammed.

In this section, an overview of three commonly used programming technologies is
given where all of them have their advantages and disadvantages. Ideally, one would
like to have a programming technology which is reprogrammable, non-volatile, and
that uses a standard CMOS process. Apparently, none of the above presented tech-
nologies satisfy these conditions. However, SRAM-based programming technology
is the most widely used programming technology. The main reason is its use of stan-
dard CMOS process and for this very reason, it is expected that this technology will
continue to dominate the other two programming technologies.

2.3 Configurable Logic Block

A configurable logic block (CLB) is a basic component of an FPGA that provides
the basic logic and storage functionality for a target application design. In order to
provide the basic logic and storage capability, the basic component can be either
a transistor or an entire processor. However, these are the two extremes where at
one end the basic component is very fine-grained (in case of transistors) and requires
large amount of programmable interconnect which eventually results in an FPGA that
suffers from area-inefficiency, low performance and high power consumption. On
the other end (in case of processor), the basic logic block is very coarse-grained and
can not be used to implement small functions as it will lead to wastage of resources.
In between these two extremes, there exists a spectrum of basic logic blocks. Some
of them include logic blocks that are made of NAND gates [101], an interconnection
of multiplexors [44], lookup table (LUT) [121] and PAL style wide input gates [124].
Commercial vendors like Xilinx and Altera use LUT-based CLBs to provide basic
logic and storage functionality. LUT-based CLBs provide a good trade-off between
too fine-grained and too coarse-grained logic blocks. A CLB can comprise of a single
basic logic element (BLE), or a cluster of locally interconnected BLEs (as shown in
Fig. 2.4). A simple BLE consists of a LUT, and a Flip-Flop. A LUT with k inputs
(LUT-k) contains 2* configuration bits and it can implement any k-input boolean
function. Figure 2.3 shows a simple BLE comprising of a 4 input LUT (LUT-4) and
aD-type Flip-Flop. The LUT-4 uses 16 SRAM bits to implement any 4 inputs boolean
function. The output of LUT-4 is connected to an optional Flip-Flop. A multiplexor
selects the BLE output to be either the output of a Flip-Flop or the LUT-4.

A CLB can contain a cluster of BLEs connected through a local routing network.
Figure 2.4 shows a cluster of 4 BLEs; each BLE contains a LUT-4 and a Flip-Flop.
The BLE output is accessible to other BLEs of the same cluster through a local
routing network. The number of output pins of a cluster are equal to the total number
of BLEs in a cluster (with each BLE having a single output). However, the number
of input pins of a cluster can be less than or equal to the sum of input pins required
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Fig. 2.3 Basic logic element (BLE) [22]

by all the BLEs in the cluster. Modern FPGAs contain typically 4 to 10 BLEs in
a single cluster. Although here we have discussed only basic logic blocks, many
modern FPGAs contain a heterogeneous mixture of blocks, some of which can only
be used for specific purposes. Theses specific purpose blocks, also referred here as
hard blocks, include memory, multipliers, adders and DSP blocks etc. Hard blocks
are very efficient at implementing specific functions as they are designed optimally
to perform these functions, yet they end up wasting huge amount of logic and routing
resources if unused. A detailed discussion on the use of heterogeneous mixture of
blocks for implementing digital circuits is presented in Chap. 4 where both advantages
and disadvantages of heterogeneous FPGA architectures and a remedy to counter the
resource loss problem are discussed in detail.

2.4 FPGA Routing Architectures

As discussed earlier, in an FPGA, the computing functionality is provided by its
programmable logic blocks and these blocks connect to each other through pro-
grammable routing network. This programmable routing network provides routing
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connections among logic blocks and I/O blocks to implement any user-defined circuit.
The routing interconnect of an FPGA consists of wires and programmable switches
that form the required connection. These programmable switches are configured
using the programmable technology.

Since FPGA architectures claim to be potential candidate for the implementation
of any digital circuit, their routing interconnect must be very flexible so that they
can accommodate a wide variety of circuits with widely varying routing demands.
Although the routing requirements vary from circuit to circuit, certain common char-
acteristics of these circuits can be used to optimally design the routing interconnect of
FPGA architecture. For example most of the designs exhibit locality, hence requiring
abundant short wires. But at the same time there are some distant connections, which
leads to the need for sparse long wires. So, care needs to be taken into account while
designing routing interconnect for FPGA architectures where we have to address
both flexibility and efficiency. The arrangement of routing resources, relative to the
arrangement of logic blocks of the architecture, plays a very important role in the
overall efficiency of the architecture. This arrangement is termed here as global rout-
ing architecture whereas the microscopic details regarding the switching topology
of different switch blocks is termed as detailed routing architecture. On the basis of
the global arrangement of routing resources of the architecture, FPGA architectures
can be categorized as either hierarchical [4] or island-style [22]. In this section, we
present a detailed overview of both routing architectures.
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Fig. 2.5 Overview of mesh-based FPGA architecture [22]

2.4.1 Island-Style Routing Architecture

Figure 2.5 shows a traditional island-style FPGA architecture (also termed as mesh-
based FPGA architecture). This is the most commonly used architecture among
academic and commercial FPGAs. It is called island-style architecture because in
this architecture configurable logic blocks look like islands in a sea of routing inter-
connect. In this architecture, configurable logic blocks (CLBs) are arranged on a 2D
grid and are interconnected by a programmable routing network. The Input/Output
(I/0O) blocks on the periphery of FPGA chip are also connected to the programmable
routing network. The routing network comprises of pre-fabricated wiring segments
and programmable switches that are organized in horizontal and vertical routing
channels.

The routing network of an FPGA occupies 80-90% of total area, whereas the logic
area occupies only 10-20% area [22]. The flexibility of an FPGA is mainly dependent
on its programmable routing network. A mesh-based FPGA routing network consists
of horizontal and vertical routing tracks which are interconnected through switch
boxes (SB). Logic blocks are connected to the routing network through connection
boxes (CB). The flexibility of a connection box (Fc) is the number of routing tracks
of adjacent channel which are connected to the pin of a block. The connectivity of
input pins of logic blocks with the adjacent routing channel is called as Fc(in); the
connectivity of output pins of the logic blocks with the adjacent routing channel is
called as Fc(out). An Fc(in) equal to 1.0 means that all the tracks of adjacent routing
channel are connected to the input pin of the logic block. The flexibility of switch
box (Fs) is the total number of tracks with which every track entering in the switch
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box connects to. The number of tracks in routing channel is called the channel width
of the architecture. Same channel width is used for all horizontal and vertical routing
channels of the architecture. An example explaining the switch box, connection box
flexibilities, and routing channel width is shown in Fig. 2.6. In this figure switch box
has Fs =3 as each track incident on it is connected to 3 tracks of adjacent routing
channels. Similarly, connection box has Fc(in) = 0.5 as each input of the logic block
is connected to 50% of the tracks of adjacent routing channel.

The routing tracks connected through a switch box can be bidirectional or uni-
directional (also called as directional) tracks. Figure 2.7 shows a bidirectional and a
unidirectional switch box having Fs equal to 3. The input tracks (or wires) in both
these switch boxes connect to 3 other tracks of the same switch box. The only lim-
itation of unidirectional switch box is that their routing channel width must be in
multiples of 2.

Generally, the output pins of a block can connect to any routing track through
pass transistors. Each pass transistor forms a tristate output that can be indepen-
dently turned on or off. However, single-driver wiring technique can also be used
to connect output pins of a block to the adjacent routing tracks. For single-driver
wiring, tristate elements cannot be used; the output of block needs to be connected
to the neighboring routing network through multiplexors in the switch box. Modern
commercial FPGA architectures have moved towards using single-driver, directional
routing tracks. Authors in [51] show that if single-driver directional wiring is used
instead of bidirectional wiring, 25% improvement in area, 9% in delay and 32% in
area-delay can be achieved. All these advantages are achieved without making any
major changes in the FPGA CAD flow.

In mesh-based FPGAs, multi-length wires are created to reduce delay. Figure 2.8
shows an example of different length wires. Longer wire segments span multiple
blocks and require fewer switches, thereby reducing routing area and delay. How-
ever, they also decrease routing flexibility, which reduces the probability to route a
hardware circuit successfully. Modern commercial FPGAs commonly use a combi-
nation of long and short wires to balance flexibility, area and delay of the routing
network.
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2.4.1.1 Altera’s Stratix II Architecture

Until now, we have presented a general overview about island-style routing archi-
tecture. Now we present a commercial example of this kind of architectures.
Altera’s Stratix II [106] architecture is an industrial example of an island-style
FPGA (Fig. 2.9). The logic structure consists of LABs (Logic Array Blocks),
memory blocks, and digital signal processing (DSP) blocks. LABs are used to

www.Jntufastupdates.com 10



2.4 FPGA Routing Architectures 17

__ U, e _/ s I A T L e
e lu:l‘-‘llu:l lll**llllt*llllh*lllllllllll -
$ +*---- llI**IIIIt*IIIIh*IIIIIllIIII .

- lll“llll Ill**llllt*llllh‘llllIllllll
$ Ill‘*llll T lll**llllh‘llllﬁillnlllllll
== lll*‘llll I]l*_* e ]
S— ---**---- Ilg.I**lLﬂllq i

. lll“llll Ill**llﬂlllﬂ I
$ IlI*ilIIl 1 III**I&II‘ I
A e l
m— ll.**l.ll -ll**lgnllq i
== lll“llll lll**.gu_ni I
e S M _

= ll!ml“lﬂqll Ill**ll,llﬂ I
$ I&I*‘IIII III** T
e lll“llll lw-'lt*llllt*llllt*lllllllllll
— III**IIII a lll**llllt*llllt*lllllllllll -~

Fig. 2.9 Altera’s stratix-II block diagram

implement general-purpose logic, and are symmetrically distributed in rows and
columns throughout the device fabric. The DSP blocks are custom designed to
implement full-precision multipliers of different granularities, and are grouped into
columns. Input- and output-only elements (IOEs) represent the external interface of
the device. IOEs are located along the periphery of the device.

Each Stratix II LAB consists of eight Adaptive Logic Modules (ALMs). An ALM
consists of 2 adaptive LUTs (ALUTs) with eight inputs altogether. Construction of
an ALM allows implementation of 2 separate 4-input Boolean functions. Further, an
ALM can also be used to implement any six-input Boolean function, and some seven-
input functions. In addition to lookup tables, an ALM provides 2 programmable
registers, 2 dedicated full-adders, a carry chain, and a register-chain. Full-adders and
carry chain can be used to implement arithmetic operations, and the register-chain
is used to build shift registers. Outputs of an ALM drive all types of interconnect
provided by the Stratix II device. Figure 2.10 illustrates a LAB interconnect interface.

Interconnections between LABs, RAM blocks, DSP blocks and the IOEs are
established using the Multi-track interconnect structure. This interconnect struc-
ture consists of wire segments of different lengths and speeds. The interconnect
wire-segments span fixed distances, and run in the horizontal (row interconnects)
and vertical (column interconnects) directions. The row interconnects (Fig. 2.11)
can be used to route signals between LABs, DSP blocks, and memory blocks in the
same row. Row interconnect resources are of the following types:
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Fig. 2.10 Stratix-II logic array block (LAB) structure

e Direct connections between LABs and adjacent blocks.
e R4 resources that span 4 blocks to the left or right.
e R24 resources that provide high-speed access across 24 columns.

Each LAB owns its set of R4 interconnects. A LAB has approximately equal numbers
of driven-left and driven-right R4 interconnects. An R4 interconnect that is driven to
the left can be driven by either the primary LAB (Fig. 2.11) or the adjacent LAB to
the left.

Similarly, a driven-right R4 interconnect may be driven by the primary LAB or
the LAB immediately to its right. Multiple R4 resources can be connected to each
other to establish longer connections within the same row. R4 interconnects can also
drive C4 and C16 column interconnects, and R24 high speed row resources.

Column interconnect structure is similar to row interconnect structure. Column
interconnects include:

e Carry chain interconnects within a LAB, and from LAB to LAB in the same
column.

e Register chain interconnects.

e C4 resources that span 4 blocks in the up and down directions.

e C16 resources for high-speed vertical routing across 16 rows.

Carry chain and register chain interconnects are separated from local interconnect
(Fig. 2.10) in a LAB. Each LAB has its own set of driven-up and driven-down C4
interconnects. C4 interconnects can also be driven by the LABs that are immediately
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Fig. 2.11 R4 interconnect connections

adjacent to the primary LAB. Multiple C4 resources can be connected to each other
to form longer connections within a column, and C4 interconnects can also drive row
interconnects to establish column-to-column interconnections. C16 interconnects are
high-speed vertical resources that span 16 LABs. A C16 interconnect can drive row
and column interconnects at every fourth LAB. A LAB local interconnect structure
cannot be directly driven by a C16 interconnect; only C4 and R4 interconnects can
drive a LAB local interconnect structure. Figure2.12 shows the C4 interconnect
structure in the Stratix II device.

2.4.2 Hierarchical Routing Architecture

Most logic designs exhibit locality of connections; hence implying a hierarchy in
placement and routing of connections between different logic blocks. Hierarchical
routing architectures exploit this locality by dividing FPGA logic blocks into sepa-
rate groups/clusters. These clusters are recursively connected to form a hierarchical
structure. In a hierarchical architecture (also termed as tree-based architecture), con-
nections between logic blocks within same cluster are made by wire segments at the
lowest level of hierarchy. However, the connection between blocks residing in differ-
ent groups require the traversal of one or more levels of hierarchy. In a hierarchical
architecture, the signal bandwidth varies as we move away from the bottom level
and generally it is widest at the top level of hierarchy. The hierarchical routing archi-
tecture has been used in a number of commercial FPGA families including Altera
Flex10K [10], Apex [15] and ApexII [16] architectures. We assume that Multilevel
hierarchical interconnect regroups architectures with more than 2 levels of hierarchy
and Tree-based ones.
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2.4.2.1 HFPGA: Hierarchical FPGA

In the hierarchical FPGA called HFPGA, LBs are grouped into clusters. Clusters are
then grouped recursively together (see Fig. 2.13). The clustered VPR mesh architec-
ture [22] has a Hierarchical topology with only two levels. Here we consider mul-
tilevel hierarchical architectures with more than 2 levels. In [1] and [129] various
hierarchical structures were discussed. The HFPGA routability depends on switch
boxes topologies. HFPGAs comprising fully populated switch boxes ensure 100%
routability but are very penalizing in terms of area. In [129] authors explored the
HFPGA architecture, investigating how the switch pattern can be partly depopulated
while maintaining a good routability.
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Fig. 2.13 Hierarchical FPGA topology

2.4.2.2 HSRA: Hierarchical Synchronous Reconfigurable Array

An example of an academic hierarchical routing architecture is shown in Fig. 2.14.
It has a strictly hierarchical, tree-based interconnect structure. In this architecture,
the only wire segments that directly connect to the logic units are located at the
leaves of the interconnect tree. All other wire segments are decoupled from the logic
structure. A logic block of this architecture consists of a pair of 2-input Look Up
Table (2-LUT) and a D-type Flip Flop (D-FF). The input-pin connectivity is based on
a choose-k strategy [4], and the output pins are fully connected. The richness of this
interconnect structure is defined by its base channel width ¢ and interconnect growth
rate p. The base channel width c is defined as the number of tracks at the leaves of the
interconnect Tree (in Fig. 2.14, ¢ = 3). Growth rate p is defined as the rate at which
the interconnect bandwidth grows towards the upper levels. The interconnect growth
rate can be realized either using non-compressing or compressing switch blocks. The
details regarding these switch blocks is as follows:

e Non-compressing (2:1) switch blocks—The number of tracks at the upper level
are equal to the sum of the number of tracks of the children at lower level. For
example, in Fig. 2.14, non-compressing switch blocks are used between levels 1,
2 and levels 3, 4.

e Compressing (1:1) switch blocks—The number of tracks at the upper level are
equal to the number of tracks of either child at the lower level. For example, in
Fig. 2.14, compressing switch blocks are used between levels 2 and 3.

A repeating combination of non-compressing and compressing switch blocks can
be used to realize any value of p less than one. For example, a repeating pattern of
(2:1, 1:1) switch blocks realizes p = 0.5, while the pattern (2:1, 2:1, 1:1) realizes
p = 0.67. An architecture that has only 2:1 switch blocks provides a growth rate of
p=1

Another hierarchical routing architecture is presented in [132] where the global
routing architecture (i.e. the position of routing resources relative to logic resources
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Fig. 2.14 Example of hierarchical routing architecture [4]

of the architecture) remains the same as in [4]. However, there are several key differ-
ences at the level of detailed routing architecture (i.e. the way the routing resources
are connected to each other, flexibility of switch blocks etc.) that separate the two
architectures. For example the architecture shown in Fig. 2.14 has one bidirectional
interconnect that uses bidirectional switches and it supports only arity-2 (i.e. each
cluster can contain only two sub-clusters). On contrary, the architecture presented in
[132] supports two separate unidirectional interconnect networks: one is downward
interconnect whereas other is upward interconnect network. Further this architecture
is more flexible as it can support logic blocks with different sizes and also the clus-
ters/groups of the routing architecture can have different arity sizes. Further details
of this architecture, from now on alternatively termed as tree-based architecture, are
presented in next chapter.
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Fig. 2.15 The APEX pro-
grammable logic Devices [87]

T

Nias M

2.4.2.3 APEX: Altera

AP E X architecture is acommercial product from Altera Corporation which includes
3 levels of interconnect hierarchy. Figure 2.15 shows a diagram of the APEX 20K400
programmable logic device. The basic logic-element (LE) is a 4-input LUT and DFF
pair. Groups of 10 LEs are grouped into a logic-array-block or LAB. Interconnect
within a LAB is complete, meaning that a connection from the output of any LE to
the input of another LE in its LAB always exists, and any signal entering the input
region can reach every LE.

Groups of 16 LABs form a MegalLab. Interconnect within a Megal.ab requires an
LE to drive a GH (MegaLab global H) line, a horizontal line, which switches into
the input region of any other LAB in the same Megal.ab. Adjacent LABs have the
ability to interleave their input regions, so an LE in L A B; can usually drive LAB; 1
without using a GH line. A 20K400 Megal.ab contains 279 GH lines.

The top-level architecture is a 4 by 26 array of MegalLabs. Communication
between MegalLabs is accomplished by global H (horizontal) and V (vertical) wires,
that switch at their intersection points. The H and V lines are segmented by a bidi-
rectional segmentation buffer at the horizontal and vertical centers of the chip. In
Fig. 2.15, We denote the use of a single (half-chip) line as H or V and a double or
full-chip line through the segmentation buffer as HH or VV. The 20K400 contains
100 H lines per Megalab row, and 80 V lines per LAB-column.

In this section, so far we have given an overview of the two routing architec-
tures that are commonly employed in FPGAs. Both architectures have their posi-
tive and negative points. For example, hierarchical routing architectures exploit the
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locality exhibited by the most of the designs and in turn offer smaller delays and
more predictable routing compared to island-style architectures. The speed of a net
is determined by the number of routing switches it has to pass and the length of
wires. In a mesh-based architecture, the number of segments increase linearly with
manhattan distance d between the logic blocks to be connected. However, for tree-
based architecture the distance d between the blocks to be connected increases in
a logarithmic manner [82]. This fact is illustrated in Fig. 2.16. On the other hand,
scalability is an issue in hierarchical routing architectures and there might be some
design mapping issues. But in the case of mesh-based architecture, there are no such
issues as it offers a tile-based layout where a tile once formed can be replicated
horizontally and vertically to make as large architecture as we wish.

2.5 Software Flow

FPGA architectures have been intensely investigated over the past two decades. A
major aspect of FPGA architecture research is the development of Computer Aided
Design (CAD) tools for mapping applications to FPGAs. It is well established that the
quality of an FPGA-based implementation is largely determined by the effectiveness
of accompanying suite of CAD tools. Benefits of an otherwise well designed, feature
rich FPGA architecture might be impaired if the CAD tools cannot take advantage
of the features that the FPGA provides. Thus, CAD algorithm research is essential
to the necessary architectural advancement to narrow the performance gaps between
FPGAs and other computational devices like ASICs.

The software flow (CAD flow) takes an application design description in a Hard-
ware Description Language (HDL) and converts it to a stream of bits that is eventually
programmed on the FPGA. The process of converting a circuit description into a for-
mat that can be loaded into an FPGA can be roughly divided into five distinct steps,
namely: synthesis, technology mapping, mapping, placement and routing. The final
output of FPGA CAD tools is a bitstream that configures the state of the memory
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bits in an FPGA. The state of these bits determines the logical function that the
FPGA implements. Figure2.17 shows a generalized software flow for programming
an application circuit on an FPGA architecture. A description of various modules
of software flow is given in the following part of this section. The details of these
modules are generally indifferent to the kind of routing architecture being used and
they are applicable to both architectures described earlier unless otherwise specified.

2.5.1 Logic Synthesis

The flow of FPGA starts with the logic synthesis of the netlist being mapped
on it. Logic synthesis [26, 27] transforms an HDL description (VHDL or Ver-
ilog) into a set of boolean gates and Flip-Flops. The synthesis tools transform the
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A Boolean Network An Equivalent Directed
Acyclic Graph (DAG)

Fig. 2.18 Directed acyclic graph representation of a circuit

register-transfer-level (RTL) description of a design into a hierarchical boolean
network. Various technology-independent techniques are applied to optimize the
boolean network. The typical cost function of technology-independent optimiza-
tions is the total literal count of the factored representation of the logic function.
The literal count correlates very well with the circuit area. Further details of logic
synthesis are beyond the scope of this book.

2.5.2 Technology Mapping

The output from synthesis tools is a circuit description of Boolean logic gates, flip-
flops and wiring connections between these elements. The circuit can also be rep-
resented by a Directed Acyclic Graph (DAG). Each node in the graph represents a
gate, flip-flop, primary input or primary output. Each edge in the graph represents a
connection between two circuit elements. Figure2.18 shows an example of a DAG
representation of a circuit. Given a library of cells, the technology mapping problem
can be expressed as finding a network of cells that implements the Boolean network.
In the FPGA technology mapping problem, the library of cells is composed of k-input
LUTs and flip-flops. Therefore, FPGA technology mapping involves transforming
the Boolean network into k-bounded cells. Each cell can then be implemented as an
independent k-LUT. Figure2.19 shows an example of transforming a Boolean net-
work into k-bounded cells. Technology mapping algorithms can optimize a design
for a set of objectives including depth, area or power. The FlowMap algorithm [64]
is the most widely used academic tool for FPGA technology mapping. FlowMap is a
breakthrough in FPGA technology mapping because it is able to find a depth-optimal
solution in polynomial time. FlowMap guarantees depth optimality at the expense of
logic duplication. Since the introduction of FlowMap, numerous technology map-
pers have been designed that optimize for area and run-time while still maintaining
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Fig. 2.19 Example of technology mapping

the depth-optimality of the circuit [65-67]. The result of the technology mapping
step generates a network of k-bounded LUTs and flip-flops.

2.5.3 Clustering/Packing

The logic elements in a Mesh-based FPGA are typically arranged in two levels of
hierarchy. The first level consists of logic blocks (LBs) which are k-input LUT and
flip-flop pairs. The second level hierarchy groups k LBs together to form logic blocks
clusters. The clustering phase of the FPGA CAD flow is the process of forming groups
of k LBs. These clusters can then be mapped directly to a logic element on an FPGA.
Figure 2.20 shows an example of the clustering process.

Clustering algorithms can be broadly categorized into three general approaches,
namely top-down [39, 78], depth-optimal [84, 100] and bottom-up [14, 17, 43].
Top-down approaches partition the LBs into clusters by successively subdividing
the network or by iteratively moving LBs between parts. Depth-optimal solutions
attempt to minimize delay at the expense of logic duplication. Bottom-up approaches
are generally preferred for FPGA CAD tools due to their fast run times and reasonable
timing delays. They only consider local connectivity information and can easily sat-
isfy clusters pin constraints. Top-down approaches offer the best solutions; however,
their computational complexity can be prohibitive.

2.5.3.1 Bottom-up Approaches
Bottom-up approaches build clusters sequentially one at a time. The process starts

by choosing an LB which acts as a cluster seed. LBs are then greedily selected and
added to the cluster, applying various attraction functions. The VPack [14] attraction
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Fig. 2.20 Example of packing

function is based on the number of shared nets between a candidate LB and the LBs
that are already in the cluster. For each cluster, the attraction function is used to select
a seed LB from the set of all LBs that have not already been packed. After packing
a seed LB into the new cluster, a second attraction function selects new LBs to pack
into the cluster. LBs are packed into the cluster until the cluster reaches full capacity
or all cluster inputs have been used. If all cluster inputs become occupied before this
cluster reaches full capacity, a hill-climbing technique is applied, searching for LBs
that do not increase the number of inputs used by the cluster. The VPack pseudo-code
is outlined in algorithm 2.1.

T-VPack [22] is a timing-driven version of VPack which gives added weight to
grouping LBs on the critical path together. The algorithm is identical to VPack, how-
ever, the attraction functions which select the LBs to be packed into the clusters are
different. The VPack seed function chooses LBs with the most used inputs, whereas
the T-VPack seed function chooses LBs that are on the most critical path. VPack’s
second attraction function chooses LBs with the largest number of connections with
the LBs already packed into the cluster. T-VPack’s second attraction function has
two components for a LB B being considered for cluster C:

. . | Nets(B) N Nets(C) |
Attraction(B,C) = a.Crit(B) + (1 — ) G (2.1)

where Crit(B) is a measure of how close LB B is to being on the critical path,
Nets(B) is the set of nets connected to LB B, Nets(C) is the set of nets con-
nected to the LBs already selected for cluster C, « is a user-defined constant which
determines the relative importance of the attraction components, and G is a normal-
izing factor. The first component of T-VPack’s second attraction function chooses
critical-path LBs, and the second chooses LBs that share many connections with the
LBs already packed into the cluster. By initializing and then packing clusters with
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UnclusteredLBs = PatternMatchToLBs(LUTs,Registers);
LogicClusters = NULL;
while UnclusteredLBs != NULL do
C = GetLBwithMostUsedInputs(UnclusteredLBs);
while | C |< k do
/*cluster is not full*/
BestLB = MaxAttractionLegalLB(C,UnclusteredLBs);
if BestLB == NULL then
/*No LB can be added to this cluster®/
break;
endif
Unclustered LBs = Unclustered LB — BestLB;
C =C U BestLB;
endw
if | C |< k then
/*Cluster is not full - try hill climbing*/
while | C |< k do
BestLB = MinClusterInputIncreaseLB(C,UnclusteredLBs);
C =CU BestLB;
Unclustered LBs = Unclustered LB — BestLB;
endw
if Clusterlslllegal(C) then
RestoreToLastLegalState(C,UnclusteredLBs);

endif
endif

LogicClusters = LogicClusters U C;
endw

Algorithm 2.1 Pseudo-code of the VPack Algorithm [22]

critical-path LBs, the algorithm is able to absorb long sequences of critical-path LBs
into clusters. This minimizes circuit delay since the local interconnect within the
cluster is significantly faster than the global interconnect of the FPGA. RPack [43]
improves routability of a circuit by introducing a new set of routability metrics. RPack
significantly reduced the channel widths required by circuits compared to VPack.
T-RPack [43] is a timing driven version of RPack which is similar to T-VPack by
giving added weight to grouping LBs on the critical path. iRAC [17] improves the
routability of circuits even further by using an attraction function that attempts to
encapsulate as many low fanout nets as possible within a cluster. If a net can be
completely encapsulated within a cluster, there is no need to route that net in the
external routing network. By encapsulating as many nets as possible within clusters,
routability is improved because there are less external nets to route in total.

2.5.3.2 Top-down Approaches
The K-way partitioning problem seeks to minimize a given cost function of such

an assignment. A standard cost function is net cut, which is the number of hyper-
edges that span more than one partition, or more generally, the sum of weights of
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such hyperedges. Constraints are typically imposed on the solution, and make the
problem difficult. For example some vertices can be fixed in their parts or the total
vertex weight in each part must be limited (balance constraint and FPGA clusters
size). With balance constraints, the problem of partitioning optimally a hypergraph
is known to be NP-hard [85]. However, since partitioning is critical in several practi-
cal applications, heuristic algorithms were developed with near-linear runtime. Such
move-based heuristics for k-way hypergraph partitioning appear in [24, 34, 110].

Fiduccia-Mattheyses Algorithm

The Fiduccia-Mattheyses (FM) heuristics [34] work by prioritizing moves by gain.
A move changes to which partition a particular vertex belongs, and the gain is the
corresponding change of the cost function. After each vertex is moved, gains for
connected modules are updated.

partitioning = initial_solution;
while solution quality improves do
Initialize gain_container from partitioning;
solution_cost = partitioning.get_cost();
while not all vertices locked do
move = choose_move();
solution_cost += gain_container.get_gain(move);
gain_container.lock_vertex(move.vertex());
gain_update(move);
partitioning.apply(move);
endw
roll back partitioning to best seen solution;
gain_container.unlock_all();
endw

Algorithm 2.2 Pseudo-code for FM Heuristic [38]

The Fiduccia-Mattheyses (FM) heuristic for partitioning hypergraphs is an itera-
tive improvement algorithm. FM starts with a possibly random solution and changes
the solution by a sequence of moves which are organized as passes. At the begin-
ning of a pass, all vertices are free to move (unlocked), and each possible move is
labeled with the immediate change to the cost it would cause; this is called the gain
of the move (positive gains reduce solution cost, while negative gains increase it).
Iteratively, a move with highest gain is selected and executed, and the moving vertex
is locked, i.e., is not allowed to move again during that pass. Since moving a vertex
can change gains of adjacent vertices, after a move is executed all affected gains are
updated. Selection and execution of a best-gain move, followed by gain update, are
repeated until every vertex is locked. Then, the best solution seen during the pass is
adopted as the starting solution of the next pass. The algorithm terminates when a
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Fig. 2.21 The gain bucket structure as illustrated in [34]

pass fails to improve solution quality. Pseudo-code for the FM heuristic is given in
algorithm 2.2.

The FM algorithm has 3 main components (1) computation of initial gain values
at the beginning of a pass; (2) the retrieval of the best-gain (feasible) move; and
(3) the update of all affected gain values after a move is made. One contribution of
Fiduccia and Mattheyses lies in observing that circuit hypergraphs are sparse, and
any move’s gain is bounded between plus and minus the maximal vertex degree
G nax in the hypergraph (times the maximal hyperedge weight, if weights are used).
This allows prioritizing moves by their gains. All affected gains can be updated in
amortized-constant time, giving overall linear complexity per pass [34]. All moves
with the same gain are stored in a linked list representing a “gain bucket”. Figure. 2.21
presents the gain bucket list structure. It is important to note that some gains G may
be negative, and as such, FM performs hill-climbing and is not strictly greedy.

Multilevel Partitioning

The multilevel hypergraph partitioning framework was successfully verified by
[31, 48, 49] and leads to the best known partitioning results ever since. The main
advantage of multilevel partitioning over flat partitioners is its ability to search the
solution space more effectively by spending comparatively more effort on smaller
coarsened hypergraphs. Good coarsening algorithms allow for high correlation
between good partitioning for coarsened hypergraphs and good partitioning for the
initial hypergraph. Therefore, a thorough search at the top of the multilevel hierarchy
is worthwhile because it is relatively inexpensive when compared to flat partitioning
of the original hypergraph, but can still preserve most of the possible improvement.
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The result is an algorithmic framework with both improved runtime and solution
quality over a completely flat approach. Pseudo-code for an implementation of the
multilevel partitioning framework is given in algorithm 2.3.

level = 0;
hierarchy[level] = hypergraph;
min_vertices = 200;
while hierarchy[level].vertex_count() > min_vertices do
next_level = cluster(hierarchy|[level]);
level = level + 1;
hierarchy[level] = next_level;
endw
partitioning[level] = a random initial solution for top-level hypergraph;
FM(hierarchy[level], partitioning[level]);
while /evel>0 do
level = level - 1;
partitioning[level] = project(partitioning[level+1], hierarchy[level]);
FM(hierarchy([level], partitioning[level]);
endw

Algorithm 2.3 Pseudo-code for the Multilevel Partitioning Algorithm [38]

As illustrated in Fig. 2.22, multilevel partitioning consists of 3 main components:
clustering, top-level partitioning and refinement or “uncoarsening”. During cluster-
ing, hypergraph vertices are combined into clusters based on connectivity, leading
to a smaller, clustered hypergraph. This step is repeated until obtaining only several
hundred clusters and a hierarchy of clustered hypergraphs. We describe this hier-
archy, as shown in Fig. 2.22, with the smaller hypergraphs being “higher” and the
larger hypergraphs being “lower”. The smallest (top-level) hypergraph is partitioned
with a very fast initial solution generator and improved iteratively, for example, using
the FM algorithm. The resulting partitioning is then interpreted as a solution for the
next hypergraph in the hierarchy. During the refinement stage, solutions are projected
from one level to the next and improved iteratively. Additionally, the hMETIS par-
titioning program [49] introduced several new heuristics that are incorporated into
their multilevel partitioning implementation and are reportedly performance critical.

2.5.4 Placement

Placement algorithms determine which logic block within an FPGA should imple-
ment the corresponding logic block (instance) required by the circuit. The opti-
mization goals consist in placing connected logic blocks close together to mini-
mize the required wiring (wire length-driven placement), and sometimes to place
blocks to balance the wiring density across the FPGA (routability-driven placement)
or to maximize circuit speed (timing-driven placement). The 3 major classes of
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placers in use today are min-cut (Partitioning-based) [6, 40], analytic [32, 53] which
are often followed by local iterative improvement, and simulated annealing based
placers [37, 105]. To investigate architectures fairly we must make sure that our CAD
tools are attempting to use every FPGA’s feature. This means that the optimization
approach and goals of the placer may change from architecture to architecture. Parti-
tioning and simulated annealing approaches are the most common and used in FPGA
CAD tools. Thus we focus on both techniques in the sequel.

2.5.4.1 Simulated Annealing Based Approach

Simulated annealing mimics the annealing process used to cool gradually molten
metal to produce high-quality metal objects [105]. Pseudo-code for a generic sim-
ulated annealing-based placer is shown in algorithm 2.4. A cost function is used to
evaluate the quality of a given placement of logic blocks. For example, a common
cost function in wirelength-driven placement is the sum over all nets of the half
perimeter of their bounding boxes. An initial placement is created by assigning logic
blocks randomly to the available locations in the FPGA. A large number of moves,
or local improvements are then made to gradually improve the placement. A logic
block is selected at random, and a new location for it is also selected randomly. The
change in cost function that results from moving the selected logic block to the pro-
posed new location is computed. If the cost decreases, the move is always accepted
and the block is moved. If the cost increases, there is still a chance to accept the
move, even though it makes the placement worse. This probability of acceptance is

www.Jntufastupdates.com 27



34 2  FPGA Architectures: An Overview

S = RandomPlacement();
T = Initial Temperature();
Riimir = Initial Rjjmir;
while ExitCriterion() == false do
while InnerLoopCriterion() == false do
Snew = GenerateViaMove(S, Rjimit);
AC = Cost(Spew) — Cost(S);
r = random(0,1);
AC
if r <e 7 then
S = Spews
endif
endw

T = UpdateTemp();
Riimir = UpdateRiimit ;3
endw

Algorithm 2.4 Generic Simulated Annealing-based Placer [22]

. _ac . . . .
givenby e” T , where AC is the change in cost function, and T is a parameter called

temperature that controls probability of accepting moves that worsen the placement.
Initially, 7 is high enough so almost all moves are accepted; it is gradually decreased
as the placement improves, in such a way that eventually the probability of accepting
a worsening move is very low. This ability to accept hill-climbing moves that make
a placement worse allows simulated annealing to escape local minima of the cost
function.

The Rjimi: parameter in algorithm 2.4 controls how close are together blocks
must be to be considered for swapping. Initially, Ry, is fairly large, and swaps of
blocks far apart on a chip are more likely. Throughout the annealing process, Rjjyi;
is adjusted to try to keep the fraction of accepted moves at any temperature close to
0.44. If the fraction of moves accepted, «, is less than 0.44, Ry;;i; is reduced, while
if o is greater than 0.44, Rjinis is increased.

In [22], the objective cost function is a function of the total wirelength of the
current placement. The wirelength is an estimate of the routing resources needed to
completely route all nets in the netlist. Reductions in wirelength mean fewer routing
wires and switches are required to route nets. This point is important because routing
resources in an FPGA are limited. Fewer routing wires and switches typically are also
translated into reductions of the delay incurred in routing nets between logic blocks.
The total wirelength of a placement is estimated using a semi-perimeter metric, and
is given by Eq.2.2. N is the total number of nets in the netlist, bbx (i) is the horizontal
span of net i, bby(i) is its vertical span, and ¢ (i) is a correction factor. Figure2.23
illustrates the calculation of the horizontal and vertical spans of a hypothetical net
that has 6 terminals.

N
WireCost = q(i) x (bby (i) + bby (i) (2.2)

i=1
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The temperature decrease rate, the exit criterion for terminating the anneal, the num-
ber of moves attempted at each temperature (InnerLoopCriterion), and the method
by which potential moves are generated are defined by the annealing schedule. An
efficient annealing schedule is crucial to obtain good results in a reasonable amount
of CPU time. Many proposed annealing schedules are “fixed” schedules with no abil-
ity to adapt to different problems. Such schedules can work well within the narrow
application range for which they are developed, but their lack of adaptability means
they are not very general. In [86] authors propose an “adaptive” annealing schedule
based on statistics computed during the anneal itself. Adaptive schedules are widely
used to solve large scale optimization problems with many variables.

2.5.4.2 Partitioning Based Approach

Partitioning-based placement methods, are based on graph partitioning algorithms
such as the Fiduccia-Mattheyses (FM) algorithm [34], and Kernighan Lin (KL) algo-
rithm [6]. Partitioning-based placement are suitable to Tree-based FPGA architec-
tures. The partitioner is applied recursively to each hierarchical level to distribute
netlist cells between clusters. The aim is to reduce external communications and to
collect highly connected cells into the same cluster.

The partitioning-based placement is also used in the case of Mesh-based FPGA.
The device is divided into two parts, and a circuit partitioning algorithm is applied to
determine the adequate part where a given logic block must be placed to minimize the
number of cuts in the nets that connect the blocks between partitions, while leaving
highly-connected blocks in one partition.
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A divide-and-conquer strategy is used in these heuristics. By partitioning the
problem into sub-parts, a drastic reduction in search space can be achieved. On
the whole, these algorithms perform in the top-down manner, placing blocks in the
general regions which they should belong to. In the Mesh FPGA case, partitioning-
based placement algorithms are good from a “global” perspective, but they do not
actually attempt to minimize wirelength. Therefore, the solutions obtained are sub-
optimal in terms of wirelength. However, these classes of algorithms run very fast.
They are normally used in conjunction with other search techniques for further quality
improvement. Some algorithms [130] and [95] combine multi-level clustering and
hierarchical simulated annealing to obtain ultra-fast placement with good quality. In
the following chapters, the partitioning-based placement approach will be used only
for Tree-based FPGA architectures.

2.5.5 Routing

The FPGA routing problem consists in assigning nets to routing resources such
that no routing resource is shared by more than one net. Pathfinder [80] is the
current, state-of-the-art FPGA routing algorithm. Path finder operates on a directed
graph abstraction G(V, E) of the routing resources in an FPGA. The set of vertices
V in the graph represents the IO terminals of logic blocks and the routing wires
in the interconnect structure. An edge between two vertices represents a potential
connection between them. Figure2.24 presents a part of a routing graph in a Mesh-
based interconnect.

Given this graph abstraction, the routing problem for a given net is to find a
directed tree embedded in G that connects the source terminal of the net to each of
its sink terminals. Since the number of routing resources in an FPGA is limited, the
goal of finding unique, non-intersecting trees for all the nets in a netlist is a difficult
problem.

Pathfinder uses an iterative, negotiation-based approach to successfully route
all the nets in a netlist. During the first routing iteration, nets are freely routed without
paying attention to resource sharing. Individual nets are routed using Dijkstra’s
shortest path algorithm [111]. At the end of the first iteration, resources may be
congested because multiple nets have used them. During subsequent iterations, the
cost of using a resource is increased, based on the number of nets that share the
resource, and the history of congestion on that resource. Thus, nets are made to
negotiate for routing resources. If a resource is highly congested, nets which can use
lower congestion alternatives are forced to do so. On the other hand, if the alternatives
are more congested than the resource, then a net may still use that resource.

The cost of using a routing resource n during a routing iteration is given by Eq.2.3.

¢n = (bp + hy) X pp (2.3)
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Fig. 2.24 Modeling FPGA architecture as a directed graph [22]

by, is the base cost of using the resource n, h,, is related to the history of congestion
during previous iterations, and p, is proportional to the number of nets sharing the
resource in the current iteration. The p,, term represents the cost of using a shared
resource n, and the A, term represents the cost of using a resource that has been
shared during earlier routing iterations. The latter term is based on the intuition that
a historically congested node should appear expensive, even if it is slightly shared
currently. Cost functions and routing schedule were described in details in [22]. The
Pseudo-code of the Pathfinder routing algorithm is presented in algorithm 2.5.

Let: RT; be the set of nodes in the current routing of net i
while shared resources exist do
/*1llegal routing*/
foreach net, i do
rip-up routing tree R7;;
RT (i) = si3
foreach sink t;; do
Initialize priority queue PQ to R7; at cost O;
while sink t;; not found do
Remove lowest cost node m from PQ);
foreach fanout node n of node m do
Add n to PQ at PathCost(n) = ¢, + PathCost(m);
endfch
endw
foreach node n in path t;; to s; do
/*backtrace™*/
Update c¢,;
Addnto RT;;

endfch
endfch
endfch

update £, for all n;
endw

Algorithm 2.5 Pseudo-code of the Pathfinder Routing Algorithm [80]
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An important measure of routing quality produced by an FPGA routing algorithm
is the critical path delay. The critical path delay of a routed netlist is the maximum
delay of any combinational path in the netlist. The maximum frequency at which
a netlist can be clocked has an inverse relationship with critical path delay. Thus,
larger critical path delays slow down the operation of netlist. Delay information is
incorporated into Pathfinder by redefining the cost of using a resource n (Eq.2.4).

cn = Aij X dp+ (1 = Ajj) X (bp + hn) X pn 2.4

The ¢, term is from Eq.2.3, dj, is the delay incurred in using the resource, and A;;
is the criticality given by Eq.2.5.
Dmax

Ajj = (2.5)

D;; is the maximum delay of any combinational path going through the source and
sink terminals of the net being routed, and D,,,, is the critical path delay of the
netlist. Equation 2.4 is formulated as a sum of two cost terms. The first term in
the equation represents the delay cost of using resource n, while the second term
represents the congestion cost. When a net is routed, the value of A;; determines
whether the delay or the congestion cost of a resource dominates. If a net is near
critical (i.e. its A;; is close to 1), then congestion is largely ignored and the cost of
using a resource is primarily determined by the delay term. If the criticality of a net is
low, the congestion term in Eq.2.4 dominates, and the route found for the net avoids
congestion while potentially incurring delay.

Pathfinder has proved to be one of the most powerful FPGA routing algo-
rithms to date. The negotiation-based framework that trades off delay for congestion
is an extremely effective technique for routing signals on FPGAs. More importantly,
Pathfinder is a truly architecture-adaptive routing algorithm. The algorithm oper-
ates on a directed graph abstraction of an FPGA’s routing structure, and can thus
be used to route netlists on any FPGA that can be represented as a directed routing
graph.

2.5.6 Timing Analysis

Timing analysis [99] is used for two basic purposes:

e To determine the speed of circuits which have been completely placed and routed,

e To estimate the slack [68] of each source-sink connection during routing (place-
ment and other parts of the CAD flow) in order to decide which connections must
be made via fast paths to avoid slowing down the circuit.

First the circuit under consideration is presented as a directed graph. Nodes in the
graph represent input and output pins of circuit elements such as LUTs, registers,
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and I/0 pads. Connections between these nodes are modeled with edges in the graph.
Edges are added between the inputs of combinational logic Blocks (LUTs) and their
outputs. These edges are annotated with a delay corresponding to the physical delay
between the nodes. Register input pins are not joined to register output pins. To
determine the delay of the circuit, a breadth first traversal is performed on the graph
starting at sources (input pads, and register outputs). Then the arrival time, T;rivai,
at all nodes in the circuit is computed with the following equation:

Turrival (i) = maxjefanin(i){Tarrival(j) + dday(j, i)}

where node i is the node currently being computed, and delay(}j, i) is the delay value
of the edge joining node j to node i. The delay of the circuit is then the maximum
arrival time, D,,,., of all nodes in the circuit.

To guide a placement or routing algorithm, it is useful to know how much delay may
be added to a connection before the path that the connection is on becomes critical.
The amount of delay that may be added to a connection before it becomes critical is
called the slack of that connection. To compute the slack of a connection, one must
compute the required arrival time, Tyequireq, at every node in the circuit. We first
set the Tyequireqa at all sinks (output pads and register inputs) to be Dy, . Required
arrival time is then propagated backwards starting from the sinks with the following
equation:

Trequired(i) = minjefanout(i) {Trequired (]) - dela))(js l)}
Finally, the slack of a connection (i, j) driving node, j, is defined as:

Slack(i, j) = Trequired(j) — Tarrivar (i) — delay(i, j)

2.5.7 Bitstream Generation

Once a netlist is placed and routed on an FPGA, bitstream information is generated
for the netlist. This bitstream is programmed on the FPGA using a bitstream loader.
The bitstream of a netlist contains information as to which SRAM bit of an FPGA
be programmed to O or to 1. The bitstream generator reads the technology mapping,
packing and placement information to program the SRAM bits of Look-Up Tables.
The routing information of a netlist is used to correctly program the SRAM bits of
connection boxes and switch boxes.

2.6 Research Trends in Reconfigurable Architectures

Until now in this chapter a detailed overview of logic architecture, routing architecture
and software flow of FPGAs is presented. In this section, we highlight some of the
disadvantages associated with FPGAs and further we describe some of the trends that
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are currently being followed to remedy these disadvantages. FPGA-based products
are basically very effective for low to medium volume production as they are easy
to program and debug, and have less NRE cost and faster time-to-market. All these
major advantages of an FPGA come through their reconfigurability which makes
them general purpose and field programmable. But, the very same reconfigurability
is the major cause of its disadvantages; thus making it larger, slower and more power
consuming than ASICs.

However, the continued scaling of CMOS and increased integration has resulted
in a number of alternative architectures for FPGAs. These architectures are mainly
aimed to improve area, performance and power consumption of FPGA architectures.
Some of these propositions are discussed in this section.

2.6.1 Heterogeneous FPGA Architectures

Use of hard-blocks in FPGAs improves their logic density. Hard-Blocks, in FPGAs
increase their density, performance and power consumption. There can be different
types of hard-blocks like multipliers, adders, memories, floating point units and DSP
blocks etc. In this regard, [19] have incorporated embedded floating-point units in
FPGAs, [30] have developed virtual embedded block methodology to model arbitrary
embedded blocks on existing commercial FPGAs. Here some of the academic and
commercial architectures are presented that make use of hard-blocks to improve
overall efficiency of FPGAs.

2.6.1.1 Versatile Packing, Placement and Routing VPR

Versatile Packing, Placement and Routing for FPGAs (commonly known as VPR)
[14, 22, 120] is the most widely used academic mesh-based FPGA exploration
environment. It allows to explore mesh-based FPGA architectures by employing
an empirical approach. Benchmark circuits are mapped, placed and routed on a
desired FPGA architecture. Later, area and delay of FPGAs are measured to decide
best architectural parameters. Different CAD tools in VPR are highly optimized to
ensure high quality results.

Earlier version of VPR supported only homogeneous achitectures [120]. However,
the latest version of VPR known as VPR 5.0 [81] supports hard-blocks (such as
multiplier and memory blocks) and single-driver routing wires. Hard-blocks are
restricted to be in one grid width column, and that column can be composed of only
similar type of blocks. The height of a hard-block is quantized and it must be an
integral multiple of grid units. In case a block height is indivisible with the height
of FPGA, some grid locations are left empty. Figure 2.25 illustrates a heterogeneous
FPGA with 8 different kinds of blocks.
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Fig. 2.25 A heterogeneous T B RN I e N B
FPGA in VPR 5.0 [81]
SR omE I
EE EOECHE EENE
EERETN I;ﬁllli'l
EEgEN . EEEmg=
EERQgEN EEEf s
=N B N Bl I EEEls
EgEER I EEEp =
=EEpgEE® EEEQ
=2 B B Eey I EEEN=
EE EEN EEEgE
EN EEN I EENE |
EN .  EEN EEE
I T [ SR [ [

2.6.1.2 Madeo, a Framework for Exploring Reconfigurable Architectures

Madeo [73] is another academic design suite for the exploration of reconfigurable
architectures. Itincludes a modeling environment that supports multi-grained, hetero-
geneous architectures with irregular topologies. Madeo framework initially allows
to model an FPGA architecture. The architecture characteristics are represented as a
common abstract model. Once the architecture is defined, the CAD tools of Madeo
are used to map a target netlist on the architecture. Madeo uses same placement and
routing algorithms as used by VPR [120]. Along with placement and routing algo-
rithms, it also embeds a bitstream generator, a netlist simulator, and a physical layout
generator in its design suite. Madeo supports architectural prospection and very fast
FPGA prototyping. Several FPGAs, including some commercial architectures (such
as Xilinx Virtex family) and prospective ones (such as STMicro LPPGA) have been
modeled using Madeo. The physical layout is produced as VHDL description.

2.6.1.3 Altera Architecture

Altera’s Stratix IV [107] is an example of a commercial architecture that uses a
heterogeneous mixture of blocks. Figure2.26 shows the global architectural layout
of Stratix I'V. The logic structure of Stratix I'V consists of LABs (Logic Array Blocks),
memory blocks and digital signal processing (DSP) blocks. LABS are distributed
symmetrically in rows and columns and are used to implement general purpose
logic. The DSP blocks are used to implement full-precision multipliers of different
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1,067-Mbps external
- L1 DDR3 memory interfaces
Up to 22.4-Mbits
embedded memory
— ™ Upto 1,360 embedded multipliers
Up to 4X hard IP for 1 for high-throughput DSP
PCle x8 Gen1 and Gen2
Dynamically configurable ___ g l [ =
phase-locked loops (PLLs) i -
TOK-6B0K LEs
1.6-Gbps LVDS
= ]
Up to 48 tranceivers |
%k i tO/B 5 G : L Upto 1,104 flexible VOs
= (T} =

Fig. 2.26 Stratix IV architectural elements

granularities. The memory blocks and DSP blocks are placed in columns at equal
distance with one another. Input and Output (I/Os) are located at the periphery of
architecture.

Logic array blocks (LABs) and adaptive logic modules (ALMs) provide the basic
logic capacity for Stratix IV device. They can be used to configure logic functions,
arithmetic functions, and register functions. Each LAB consists of ten ALMs, carry
chains, arithmetic chains, LAB control signals, local interconnect, and register chain
connection lines. The local interconnect connects the ALMs that are inside same
LAB. The direct link allows a LAB to drive into the local interconnect of its left or
right neighboring LAB. The register chain connects the output of ALM register to
the adjacent ALM register in the LAB. A memory LAB (MLAB) is a derivative of
LAB which can be either used just like a simple LAB, or as a static random access
memory (SRAM). Each ALM in an MLAB can be configured as a 64 x 1, or 32 x 2
blocks, resulting in a configuration of 64 x 10 or 32 x 20 simple dual-port SRAM
block. MLAB and LAB blocks always coexist as pairs in Stratix IV families.

The DSP blocks in Stratix IV are optimized for signal processing applications such
as Finite Impulse Response (FIR), Infinite Impulse Response (IIR), Fast Fourier
Transform functions (FFT) and encoders etc. Stratix IV device has two to seven
columns of DSP blocks that can implement different operations like multiplication,
multiply-add, multiply-accumulate (MAC) and dynamic arithmetic or logical shift
functions. The DSP block supports different multiplication operations such as 9 x 9,
12 x 12, 18 x 18 and 36 x 36 multiplication operations. The Stratix IV devices
contain three different sizes of embedded SRAMs. The memory sizes include 640-
bit memory logic array blocks (MLABs), 9-Kbit M9K blocks, and 144-Kbit M144K
blocks. The MLABs have been optimized to implement filter delay lines, small FIFO
buffers, and shift registers. MOK blocks can be used for general purpose memory
applications, and M 144K are generally meant to store code for a processor, packet
buffering or video frame buffering.
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2.6.2 FPGAs to Structured Architectures

The ease of designing and prototyping with FPGAs can be exploited to quickly
design a hardware application on an FPGA. Later, improvements in area, speed,
power and volume production can be achieved by migrating the application design
from FPGA to other technologies such as Structured-ASICs. In this regard, Altera
provides a facility to migrate its Stratix IV based application design to HardCopy
IV [56]. Altera gives provision to migrate FPGA-based applications to Structured-
ASIC. Their Structured-ASIC is called as HardCopy [56]. The main theme is to
design, test and even initially ship a design using an FPGA. Later, the application
circuit that is mapped on the FPGA can be seamlessly migrated to HardCopy for
high volume production. Their latest HardCopy-IV devices offer pin-to-pin com-
patibility with the Stratix IV prototype, making them exact replacements for the
FPGAs. Thus, the same system board and softwares developed for prototyping and
field trials can be retained, enabling the lowest risk and fastest time-to-market for
high-volume production. Moreover, when an application circuit is migrated from
Stratix IV FPGA prototype to Hardcopy-V]I, the core logic performance doubles and
power consumption reduces by half.

The basic logic unit of HardCopy is termed as HCell. It is similar to Stratix I'V logic
cell (LAB) in the sense that the fabric consists of a regular pattern which is formed
by tiling one or more basic cells in a two dimensional array. However, the difference
is that HCell has no configuration memory. Different HCell candidates can be used,
ranging from fine-grained NAND gates to multiplexors and coarse-grained LUTS.
An array of such HCells, and a general purpose routing network which interconnects
them is laid down on the lower layers of the chip. Specific layers are then reserved to
form via connections or metal lines which are used to customize the generic array into
specific functionality. Figure 2.27 illustrates the correspondence between an FPGA
and a compatible structured ASIC. There is a one to one layout-level correspondence
between MRAMSs, phase-lock loops (PLLs), embedded memories, transceivers, and
I/O blocks. The soft-logic DSP multipliers and logic cell fabric of the FPGA are
re-synthesized to structured ASIC fabric. However, they remain functionally and
electrically equivalent in FPGAs and HardCopy ASICs.

Apart from Altera, there are several other companies that provide a solution similar
to that of Altera. For example, the eASIC Nextreme [41] uses an FPGA-like design
flow to map an application design on SRAM programmable LUTs, which are later
interconnected through mask programming of few upper routing layers. Tierlogic
[113] is a recently launched FPGA vendor that offers 3D SRAM-based TierFPGA
devices for prototyping and early production. The same design solution can be frozen
to a TierASIC device with one low-NRE custom mask for error-free transition to an
ASIC implementation. The SRAM layer is placed on an upper 3D layer of TierFPGA.
Once the TierFPGA design is frozen, the bitstream information is used to create a
single custom mask metal layer that will replace the SRAM programming layer.
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Fig. 2.27 FPGA/Structured-ASIC (HardCopy) Correspondence [59]

2.6.3 Configurable ASIC Cores

Configurable ASIC Core (cASIC) [35] is another example of reconfigurable devices
that can implement a limited set of circuits which operate at mutually exclusive times.
cASICs are intended as accelerator in domain-specific systems-on-a-chip, and are
not designed to replace the entire ASIC-only chip. The host would execute software
code, whereas compute-intensive sections can be executed on one or more cASICs.
So, to execute the compute intensive sections, cASICs implement only data-path
circuits and thus supports full-word blocks only (such as 16-bit wide multipliers,
adders, RAMS, etc). Since the application domain of cASICs is more specific, they
are significantly smaller than FPGAs. As hardware resources are shared between
different netlists, cASICs are even smaller than the sum of the standard-cell based
ASIC areas of individual circuits.
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2.6.4 Processors Inside FPGAs

Considerable amount of FPGA area can be reduced by incorporating a microproces-
sor in an FPGA. A microprocessor can execute any less compute intensive task,
whereas compute-intensive tasks can be executed on an FPGA. Similarly, a micro-
processor based application can have huge speed-up gains if an FPGA is attached
with it. An FPGA attached with a microprocessor can execute any compute intensive
functionality as a customized hardware instruction. These advantages have com-
pelled commercial FPGA vendors to provide microprocessor in their FPGAs so
that complete system can be programmed on a single chip. Few vendors have inte-
grated fixed hard processor on their FPGA (like AVR Processor integrated in Atmel
FPSLIC [18] or PowerPC processors embedded in Xilinx Virtex-4 [126]). Others
provide soft processor cores which are highly optimized to be mapped on the pro-
grammable resources of FPGA. Altera’s Nios [90] and Xilinx’s Microblaze [88] are
soft processor meant for FPGA designs which allow custom hardware instructions.
[96] have shown that considerable area gains can be achieved if these soft processors
for FPGAs are optimized for particular applications. They have shown that unused
instructions in a soft processor can be removed and different architectural tradeoffs
can be selected to achieve on average 25% area gain for soft processors required for
specific applications. Reconfigurable units can also be attached with microproces-
sors to achieve execution time speedup in software programs. [28, 70, 104] have
incorporated a reconfigurable unit with microprocessors to achieve execution-time
speedup.

2.6.5 Application Specific FPGAs

The type of logic blocks and the routing network in an FPGA can be optimized to
gain area and performance advantages for a given application domain (controlpath-
oriented applications, datapath-oriented applications, etc). These types of FPGAs
may include different variety of desired hard-blocks, appropriate amount of flexi-
bility required for the given application domain or bus-based interconnects rather
than bit-based interconnects. Authors in [83] have presented a reconfigurable arith-
metic array for multimedia applications which they call as CHESS. The principal
goal of CHESS was to increase arithmetic computational density, to enhance the
flexibility, and to increase the bandwidth and capacity of internal memories signif-
icantly beyond the capabilities of existing commercial FPGAs. These goals were
achieved by proposing an array of ALUs with embedded RAMs where each ALU
is 4-bit wide and supports 16 instructions. Similarly, authors in [42] present a
coarse-grained, field programmable architecture for constructing deep computa-
tional pipelines. This architecture can efficiently implement applications related to
media, signal processing, scientific computing and communications. Further, authors
in [128] have used bus-based routing and logic blocks to improve density of FPGAs
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for datapath circuits. This is a partial multi-bit FPGA architecture that is designed to
exploit the regularity that most of the datapath circuits exhibit.

2.6.6 Time-Multiplexed FPGAs

Time-multiplexed FPGAs increase the capacity of FPGAs by executing different
portions of a circuit in a time-multiplexed mode [89, 114]. An application design is
divided into different sub-circuits, and each sub-circuit runs as an individual context
of FPGA. The state information of each sub-circuit is saved in context registers before
a new context runs on FPGA. Authors in [114] have proposed a time-multiplexed
FPGA architecture where a large circuit is divided into sub-circuits and each sub-
circuit is sequentially executed on a time-multiplexed FPGA. Such an FPGA stores
a set of configuration bits for all contexts. A context is shifted simply by using
the SRAM bits dedicated to a particular context. The combinatorial and sequential
outputs of a sub-circuit that are required by other sub-circuits are saved in context
registers which can be easily accessed by sub-circuits at different times.
Time-Multiplexed FPGAs increase their capacity by actually adding more SRAM
bits rather than more CLBs. These FPGAs increase the logic capacity by dynamically
reusing the hardware. The configuration bits of only the currently executing context
are active, the configuration bits for the remaining supported contexts are inactive.
Intermediate results are saved and then shared with the contexts still to be run. Each
context takes a micro-cycle time to execute one context. The sum of the micro-
cycles of all the contexts makes one user-cycle. The entire time-multiplexed FPGA
or its smaller portion can be configured to (i) execute a single design, where each
context runs a sub-design, (ii) execute multiple designs in time-multiplexed modes,
or (iii) execute statically only one single design. Tabula [109] is a recently launched
FPGA vendor that provides time-multiplexed FPGAs. It dynamically reconfigures
logic, memory, and interconnect at multi-GHz rates with a Spacetime compiler.

2.6.7 Asynchronous FPGA Architecture

Another alternative approach that has been proposed to improve the overall perfor-
mance of FPGA architecture is the use of asynchronous design elements.
Conventionally, digital circuits are designed for synchronous operation and in turn
FPGA architectures have focused primarily on implementing synchronous circuits.
Asynchronous designs are proposed to improve the energy efficiency of asynchro-
nous FPGAs since asynchronous designs offer potentially lower energy as energy is
consumed only when necessary. Also the asynchronous architectures can simplify
the design process as complex clock distribution networks become unnecessary.
The first asynchronous FPGA was developed by [57]. It consisted the modified
version of previously developed synchronous FPGA architecture. Its logic block was
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similar to the conventional logic block with added features of fast feedback and a
latch that could be used to initialize an asynchronous circuit. Another asynchronous
architecture was proposed in [112]. This architecture is designed specifically for
dataflow applications. Its logic block is similar to that of synchronous architecture,
along with it consists of units such as split unit which enables conditional forwarding
of data and a merge unit that allows for conditional selection of data from different
sources. An alternative to fully asynchronous design is a globally asynchronous,
locally synchronous approach (GALS). This approach is used by [69] where authors
have introduced a level of hierarchy into the FPGA architecture. Standard hard or
soft synchronous logic blocks are grouped together to form large synchronous blocks
and communication between these blocks is done asynchronously. More recently,
authors in [131] have applied the GALS approach on Network on Chip architectures
to improve the performance, energy consumption and the yield of future architectures
in a synergistic manner.

It is clear that, despite each architecture offering its own benefits, a number of
architectural questions remain unresolved for asynchronous FPGAs. Many architec-
tures rely on logic blocks similar to those used for synchronous designs [57, 69] and,
therefore, the same architectural issues such as LUT size, cluster size, and routing
topology must be investigated. In addition to those questions, asynchronous FPGAs
also add the challenge of determining the appropriate synchronization methodology.

2.7 Summary and Conclusion

In this chapter initially a brief introduction of traditional logic and routing architec-
tures of FPGAs is presented. Later, different steps involved in the FPGA design flow
are detailed. Finally various approaches that have been employed to reduce few dis-
advantages of FPGAs and ASICs, with or without compromising their major benefits
are described. Figure2.28 presents a rough comparison of different solutions used
to reduce the drawbacks of FPGAs and ASICs. The remaining chapters of this book
will focus on the exploration of tree-based FPGA architectures using hard-blocks,
tree-based application specific Inflexible FPGAs (ASIF), and their automatic layout
generation methods.

This book presents new environment for the exploration of tree-based hetero-
geneous FPGAs. This environment is used to explore different architecture tech-
niques for tree-based heterogeneous FPGA architecture. This book also presents an
optimized environment for mesh-based heterogeneous FPGA. Further, the environ-
ments of two architectures are evaluated through the experimental results that are
obtained by mapping a number of heterogeneous benchmarks on the two architec-
tures.

Altera [11] has proposed a new idea to prototype, test, and even ship initial few
designs on an FPGA, later the FPGA based design can be migrated to Structured-
ASIC (known as HardCopy). However, migration of an FPGA-based product to
Structured-ASIC supports only a single application design. An ASIF retains this
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Fig. 2.28 Comparison of different solutions used to reduce ASIC and FPGA drawbacks

property, and can be a possible future extension for the migration of FPGA-based
applications to Structured-ASIC. Thus when an FPGA-based product is in the final
phase of its development cycle, and if the set of circuits to be mapped on the FPGA are
known, the FPGA can be reduced to an ASIF for the given set of application designs.
This book presents a new tree-based ASIF and a detailed comparison of tree-based
ASIF is performed with mesh-based ASIF. This book also presents automatic layout
generation techniques for domain-specific FPGA and ASIF architectures.
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Altera FLEX 8000 Block Diagram
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m FLEX 8000 chip contains 26—162 LABs

® Each LAB contains 8 Logic Elements
(LES), so a chip contains 208-1296 LEs,
totaling 2,500—16,000 usable gates

® LABs arranged in rows and columns,
connected by FastTrack Interconnect,
with 1/0 elements (IOEs) at the edges

Fall 2004, Lecture 21
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Altera FLEX 8000 Logic Array Block
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m LAB =8 LEs, plus local interconnect,
control signals, carry & cascade chains
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Altera FLEX 8000 Logic Element
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m Each Logic Element (LE) contains:

® 4-input Look-Up Table (LUT)
m Can produce any function of 4 variables

® Programmable flip-flop
m Can configure as D, T, JR, SR, or bypass

m Has clock, clear, and preset signals that
can come from dedicated inputs, I/O pins,
or other LEs

® Carry chain & cascade chain

3 Fall 2004, Lecture 21
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Altera FLEX 8000 Carry Chain
(Example: n-bit adder)
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m Carry chain provides very fast (< 1ns)
carry-forward between LEs

® Feeds both LUT and next part of chain

® Good for high-speed adders & counters

Fall 2004, Lecture 21
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Altera FLEX 8000 Cascade Chain
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m Cascade chain provides wide fan-in

® Adjacent LE’s LUTs can compute parts
of the function in parallel; cascade chain
then serially connects intermediate values

® Can use either a logical AND or a logical
OR (using DeMorgan’s theorem) to
connect outputs of adjacent LEs

® Each additional LE provides 4 more
inputs to the width of the function
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Altera FLEX 8000 LE Operating Modes

N O r m a | Carry-ln Cascade-In LE-Out
DATA1 PRN
DATA2 b Q
4-Input —
LUT
DATA3 v GLARN
ﬁ]—‘__v Cascade-Out

DATA4

A”th m et|C Carry-In Cascade-In LE.out

PRN
D Q
DATA1 -5
DATAZ2 . 3-Input

LUT

B input Cascade-Out
LUT
Up/down
CO u n te r Carry-In Cascade-In
. DATA1 (ena) T _PéHLN_‘
Figure DATAZ (nelr) 3;_'”‘%_“‘ i D a LE-Out
from v 0 —
Altera DATA3 (data)
GLRN
i 3-Input

tgchnlcal LuT 7
iterature DATA4 (nload) Carry-Out Cascade-Out

m Each mode uses LE resources differently
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destinations to implement the function

® Remaining 3 provide clock, clear, and
preset for register
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Altera FLEX 8000 Operating Modes
(cont.)

m Normal mode

® Used for general logic applications, and
wide decoding functions that can benefit
from the cascade chain

m Arithmetic mode

® Provides two 3-input LUTs to implement
adders, accumulators, and comparators

m One LUT provides a 3-bit function
m Other LUT generates a carry bit

m Up/down counter mode

® Provides counter enable, synchronous
up / down control, and data loading
options

® Uses two 3-input LUTs
m One LUT generates counter data
m Other LUT generates fast carry bit

m Use 2-to-1 multiplexer for synchronous
data loading, clear and preset for

acvnrhrnnniie AdAata Inadinn
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Altera FLEX 8000
FastTrack Interconnect

16 Column
Channels
—
[ ]
®
Row Channels .
Note (1)
Each LE drives one /E
row channel. A
J ]
LE1 {
[ X N 2
Figure T
from
Altera 1
technical LE2
literature \
\ J
to Local to Local Each LE drives up to

Feedback Feedback two column channels.

Note:
(1}  See Table 4 for the number of row channels.

m Device-wide rows and columns

® Each LE in LAB drives 2 column (total
16) channels, which connects... that
column

® Each LE in LAB drives 1 row channel,
which connects to other LABs in that row

m 3-t0-1 muxs connect either LE outputs or

s column channels to row channelSr 004 Lecture 21
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Altera FLEX 8000 I/0 Elements

/O Controls

-

to Row or Column < 6
Interconnect
3 46 Progra'mmab/e
Inversion
vce /

from Row or Column
Interconnect %37 D Q H._@
- Cg >
4 ’\ l_ CLRN Slew-Rate
Control
I i3
VGC
T
P
- {
Figure
from
Altera o o0
. F WY Wwyw
technical 304900

CLR1/QOED
CLK1/0E
(OE[4..9])

literature

m Eight I/O Elements (IOEs) are at the end
of each row and column

® Some restrictions on how many row /
column channels each IOE connects to

® Contains a register that can be used for
either input or output

m Associated I/O pins can be used as either
input, output, or bidirectional pins
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Altera FLEX 8000 Configuration

m Loading the FLEX 8000’s SRAM with
programming information is called
configuration, and takes about 100ms

® After configuration, the device initializes
itself (resets its registers, enables its I/O
pins, and begins normal operation)

® Configuration & initialization = command
mode, normal operation = user mode

m Six configuration schemes are available:

® Active serial — FLEX gives configuration
EPROM clock signals (not addresses),
keeps getting new values in sequence

® Active parallel up, active parallel down —
FLEX 8000 gives configuration EPROM
sequence of addresses to read data from

® Passive parallel synchronous, passive
parallel asynchronous, passive serial —
passively receives data from some host
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Altera FLEX 8000 Block Diagram

(Review)
1/0 Element — |IQE| |IOE

(I0E)

L]
(0]

fastirack
Interconnect

Logic Array
Block (LAB)

IOE

ICE

*
IOE

L]
IOE

Logic
Element (LE)

Figure from
Altera technical

literature
IQE| {IOE

m FLEX 8000 chip contains 26—162 LABs

® Each LAB contains 8 Logic Elements
(LES), so a chip contains 208-1296 LEs,
totaling 2,500—16,000 usable gates

® LABs arranged in rows and columns,
connected by FastTrack Interconnect,
with 1/0 elements (IOEs) at the edges
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Altera FLEX 10K Block Diagram

Embedded Array Block (EAB)

ORI RS
x 1

HI:

Column > s . | ~—— (ogic Array
Interconnect : 8 iz W B Logic Array
" Block (LAB)

Interconnect | R e BT

Logic Element (LE)

L

Local Interconnect

Figure from

1oE| [10E] i ‘ ‘ ‘l ‘ ‘ é é Altera technical

literature

Embedded Array

m FLEX 10K chip contains 72—-1520 LABs

® Each LAB contains 8 Logic Elements
(LEs), so a chip contains 576—12,160 LEs,
totaling 10,000—250,000 usable gates

m Each chip also contains 3—20 Embedded
Array Blocks (EABs), which can provide
6,164—40,960 bits of RAM
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Altera FLEX 10K
Embedded Array Blocks (EABS)

m Each chip contains 3—20 EABs, each of
which can be used to implement either
logic or memory

m When used to implement logic, an EAB
can provide 100 to 600 gate equivalents
(in contrast, a LAB provides 96 g.e.’s)

® Provides a very large LUT

m Very fast — faster than general logic,
since it’s only a single level of logic

m Delay is predictable — each RAM block is
not scattered throughout the chip as in
some FPGAs

® Can be used to create complex logic
functions such as multipliers (e.g., a 4x4
multiplier with 8 inputs and 8 outputs),
microcontrollers, large state machines,
and DSPs

® Each EAB can be used independently, or
combined to implement larger functions
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Altera FLEX 10K
Embedded Array Blocks (cont.)

m Using EABs to implement memory, a
chip can have 6K—40K bits of RAM

@ Each EAB provides 2,048 bits of RAM,
plus input and output registers

® Can be used to implement synchronous
RAM, ROM, dual-port RAM, or FIFO

® Each EAB can be configured in the
following sizes:

m 256x8, 512x4, 1024x2, or 2048x1

® To get larger blocks, combine multiple
EABs:
m Example: combine two 256x8 RAM
blocks to form a 256x16 RAM block

m Example: combine two 512x4 RAM
blocks to form a 512x8 RAM block

m Can even combine all EABs on the chip
into one big RAM block

m Can combine so as to form blocks up to
2048 words without impacting timing
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Altera FLEX 10K
Embedded Array Blocks (cont.)

Dedicated Inputs & Chip-Wide
Global Signals Reset

Row interconne:

D
8.9. 10, 11 N RAM/ROM
256 x 8
? 512x 4
1,024 < 2 Column ———»
2,048 < 1 Interconnect
.r_m l— WE
Ld/‘oJ o~
E—O\L
g
By

S

N

Figure from Altera technical literature

m EAB gets input from a row channel, and
can output to up to 2 row channels and 2
column channels

m Input and output buffers are available
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Altera APEX 20K Overview

m APEX 20K chip contains:

® 256—3,456 LABs, each of which contains
10 Logic Elements (LES), so a chip
contains 2,560-51,840 Les,
162,000-2,391,552 usable gates

® 16—-216 Embedded System Blocks
(EABSs), each of which can provide
32,768—-442,368 bits of memory

m Can implement CAM, RAM, dual-port
RAM, ROM, and FIFO

m Organization:

® MultiCore architecture, combining LUT,
product-terms, & memory in one structure

m Designed for “system on a chip”

® Megal AB structures,each of which
contains 16 LABs, one ESB, and a
Megal AB interconnect (for routing within
the Megal AB)

m ESB provides product terms or memory
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APEX LABs and Interconnect

m Logic Array Block (LAB)
® 10 LEs

® Interleaved local interconnect (each LE
connects to 2 local interconnect, each
local interconnect connects to 10 LES)

m Each LE can connect to 29 other Les
through local interconnect
m Logic Element (LE)

® 4-input LUT, carry chain, cascade chain,
same as FLEX devices

® Synchronous and asynchronous load
and clear logic

m Interconnect

® Megal AB interconnect between 16
LABSs, etc. inside each MegalLAB

® FastTrack row and column interconnect
between Megal ABs
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APEX Embedded System Blocks
(ESBs)

m Each ESB can act as a macrocell and
provide product terms

® Each ESB gets 32 inputs from local
interconnect, from adjacent LAB or
MegalAB interconnect

® In this mode, each ESB contains 16
macrocells, and each macrocell contains
2 product terms and a programmable
register (parallel expanders also provided)

m Each ESB can also act as a memory
block (dual-port RAM, ROM, FIFO, or
CAM memory) configured in various sizes

@ Inputs from adjacent local interconnect,
which can be driven from Megal AB or
FastTrack interconnect

® Outputs to MegalLAB and FastTrack,
some outputs to local interconnect
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Code No: R1632043 SET -1

III B. Tech II Semester Supplementary Examinations, November - 2019
VLSI DESIGN

(Common to Electronics and Communication Engineering, Electronics
and Computer Engineering)
Time: 3 hours Max. Marks: 70

Note: 1. Question Paper consists of two parts (Part-A and Part-B)
2. Answer ALL the question in Part-A
3. Answer any FOUR Questions from Part-B

PART -A (14 Marks)

a)  Why is VLSI design process presented in NMOS only? Justify with an example. [2M]
b)  Give the different scaling models and scaling factors. [2M]
c)  Explain about Inverter Delays. [2M]
d)  Explain about chip output circuit. [3M]
e)  What information from the targeted FPGA device is required in RTL synthesis? [3M]
f) Explain about Clock Design. [2M]
PART -B (56 Marks)

a)  Derive an equation for I4 of an n-channel Enhancement MOSFET operating in  [7M]
Saturation region.

b) An nMOS transistor is operating in saturation region with the following [7M]
parameters. Vgs = 5V; Vy, = 1.2V; W/L = 110; p,Cox = 110 uA/V2. Find
transconductance of the device.

a)  Explain about double poly CMOS rules. [7TM]
b)  Design a layout diagram for CMOS 3-input NAND gate. [7TM]

a)  What is meant by sheet resistance Rs? Explain the concept of R applied to MOS  [7TM]
transistors.

b)  Calculate on resistance of an inverter from VDD to GND. If n- channel sheet [7M]
resistance Ry,=104 Q per square and P-channel sheet resistance Ry, = 3.5 x 10°Q
per square. (Zp,=4:4 and Zyq=2:2).

Discuss in detail about Fault types and Models. [14M]
a)  Write down the step by step approach of FPGA design process on XILINX [7M]
environment.
b)  Design a queue and write the dataflow style VHDL program for the same. [TM]
Discuss in detail about Low Power CMOS Logic Circuits. [14M]
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Code No: R1632043 R16 SET - 1

III B. Tech II Semester Regular/Supplementary Examinations, October/November - 2020
VLSI DESIGN

(Common to Electronics and Communication Engineering, Electronics and

Computer Engineering)
Time: 3 hours Max. Marks: 70

Note: 1. Question Paper consists of two parts (Part-A and Part-B)
2. Answer ALL the question in Part-A
3. Answer any FOUR Questions from Part-B

PART -A (14 Marks)

. a) Describe the ION-IMPLANTATION steps in IC fabrication. [2M]

b) Write a short note on MOS layers and symbolic diagram translation to MASK [2M]
form.

c) What are the sources of wiring capacitances? [2M]

d) Define the Controllability. [3M]

e) Define synthesis and explain its importance. [3M]

f) Whatis a deep submicron digital IC design? [2M]

PART -B (56 Marks)

. a) Derive the relationship between drain to source current Iy versus drain to source [7M]
voltage V4 in a non-saturated and a saturated region.
b) What are the steps involved in the NMOS fabrication? Explain with neat sketches. [7M]

. a) Whatis a stick diagram? Draw the stick diagram and layout for a CMOS inverter.  [8M]
b) Explain about double poly CMOS rules. [6M]

. a) What is meant by sheet resistance(R)? Explain the concept of Ry applied to MOS  [TM]
transistors.
b) Calculate the resistance of an inverter from VDD to GND. If n-channel sheet [7M]
resistance Ry,=104 Q per square and P-channel sheet resistance Ry, = 3.5x104 Q
per square. (Zpu=4:4 and Zpd=2:2).

. a) Draw the circuit diagram of the Built-In Self Test(BIST) circuit and explain its [7M]
operation.
b) List out the different fault types that occurred in VLSI circuits and explain each [7M]
fault in detail.

. a) Draw and explain the FPGA design flow. [TM]

b) Explain the step-by-step approach of the FPGA design process in the Xilinx [7M]
environment.

. a) Explain the concept of Low—power design through voltage scaling in detail. [7TM]

b) Write short notes on the following terms: [7M]

i) Interconnect Design, and ii) Power Grid.
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111 B. Tech Il Semester Regular Examinations, April/May - 2019
VLSI DESIGN

(Common to Electronics and Communication Engineering, Electronics and Instrumentation

Engineering, Electronics and Computer Engineering)

Code No: R1632043 R16 SET-1

Time: 3 hours Max. Marks: 70
Note: 1. Question Paper consists of two parts (Part-A and Part-B)
2. Answer ALL the question in Part-A
3. Answer any FOUR Questions from Part-B
PART -A
a)  Write down the equations for Igs of an n-channel enhancement MOSFET operating in  [2M]
Non-saturated region and saturated region.
b)  Define stick diagram and layout diagram. [2M]
c) Explain about the constraints in choice of layers. [2M]
d)  Mention the common techniques involved in ad-hoc testing. [3M]
e)  What information from the targeted FPGA device is required in RTL synthesis? [3M]
f)  Explain about clock skew. [2M]
PART -B
a) Explain the nMOS enhancement mode fabrication process for different conditions of [7M]
Vds.
b) Derive an expression for transconductance of an n-channel enhancement MOSFET [7M]
operating in active region.
a) Draw a stick diagram and layout for two input CMOS NAND gate indicating all the [7M]
regions and layers.
b)  Explain 2 um Double Metal, Double Poly CMOS / BiCMOS Rules. [7TM]
a)  Explain the issues involved in driving large capacitor loads in VVLSI circuit regions. [7M]
b)  Calculate the gate capacitance value of 5 mm technology minimum size transistor with  [7M]
gate to channel value is 4 x 10 pF/mm?Z.
a) Explain about the following types of faults with suitable example: [7TM]
(i) stuck at faults (i) Bridge faults (iii) temporary faults
b)  Explain the different categories of DFT techniques. [TM]
a) Write down the step by step approach for FPGA design process on XILINX [7M]
environment?
b)  Draw and explain the basic architecture of FPGA. [7M]
a)  Explain about deep submicron processes with suitable schematic diagrams. [TM]
b)  Explain about the scaling limitation for low voltage, low power design. Give the effect [7M]

of scaling on various MOSFET parameters with necessary equations.
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Code No: R1632043 R16 SET-2

11 B. Tech Il Semester Regular Examinations, April/May - 2019

VLSI DESIGN
(Common to Electronics and Communication Engineering, Electronics and Instrumentation

Engineering, Electronics and Computer Engineering)

Time: 3 hours Max. Marks: 70
Note: 1. Question Paper consists of two parts (Part-A and Part-B)
2. Answer ALL the question in Part-A
3. Answer any FOUR Questions from Part-B
PART -A
a)  Explain the terms SSI, LSI, and VLSI with the number of transistors per chip and [2M]
applications.
b)  Draw the stick diagram for CMOS Inverter. [2M]
c)  What is sheet resistance? Derive the Expression for Rs? [2M]
d)  What are the approaches in design for testability? [3M]
e)  Explain synthesis process. [3M]
f)  What are the different types of power consumption? [2M]
PART -B
a)  Explain in detail the p-well process for CMOS fabrication indicating the masks used. [7TM]
b)  Compare the relative merits of three different forms of pull-up for an inverter circuit. [7M]
What is the best choice for realization in nMOS and CMOS technology?
a)  What are the A-based design rules? Give them for each layer. [7TM]
b)  Draw a stick diagram for CMOS logic Y= (A+B+C)". [7TM]
a)  What is inverter delay? How delay is calculated for multiple stages? Explain. [7TM]
b)  Two nMOS inverters are cascaded to drive a capacitive load C =16C,. Calculate pair [7M]
delay Vi, t0 Vgt in terms of 1.
a)  What are the different faults found in combinational circuits? How can they be [7M]
categorized?
b)  Briefly discuss about Built-In-Self Test technique with a suitable diagram. [7M]
a)  Give the steps in FPGA design flow with flow diagram and briefly discuss about each  [7M]
step.
b)  Explain about the principle and operation of FPGAs. What are its applications? [TM]
a)  Discuss about the various problems associated with low voltage VLSI circuit design. [7M]
b)  Explain about estimation and optimization of switching activity. [7M]
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Code No: R1632043 R16 SET -3

11 B. Tech Il Semester Regular Examinations, April/May - 2019
VLSI DESIGN

(Common to Electronics and Communication Engineering, Electronics and Instrumentation

Engineering, Electronics and Computer Engineering)

Time: 3 hours Max. Marks: 70
Note: 1. Question Paper consists of two parts (Part-A and Part-B)
2. Answer ALL the question in Part-A
3. Answer any FOUR Questions from Part-B
PART -A
a)  Define Moore’s law. [2M]
b)  Draw a symbolic layout of a two—input NAND gate. [3M]
c)  Give the scaling factor for Maximum operating frequency (fo) in terms of different [2M]
scaling models.
d)  What is meant by observability? [3M]
e)  What are FPGAs? [2M]
f)  What is switching activity? [2M]
PART -B
a)  Compare BiCMOS technology with other Technologies. [7TM]
b)  Calculate Ip and Vps if ky = 100 pA/v?, Viy = 0.6V and W/L =3 for transistor My, in ~ [7M]
the circuit shown below:
5v
15ka
15w
— M
a)  Explain with suitable examples how to design the layout of a Gate to maximize [7M]
performance and minimize area.
b)  Design a stick diagram for nMOS logic Y= (A+B+C)'. [7TM]
a)  How does depletion regions around source and drain are affected due to scaling [7M]
down of device dimensions? Explain.
b)  Derive the expression for propagation delay in the case of cascaded pass transistors. [7M]
a)  Define the terms ‘failure’ and ‘fault’. Discuss the different fault models. [7TM]
b)  Briefly discuss about On-Chip clock generation and distribution. [7TM]
a)  Explain the following terms: [8M]
(i) LUT (ii) CLB (iii) 10B (iv) Switch matrix
b)  List out the various FPGA families. Explain how they are different from each [6M]
other?
a)  Explain about the design limitations imposed on low power, low voltage circuits [7M]
pertaining to the scaling and inter connect wires.
b)  Briefly discuss about the different techniques for reduction of switching [7M]

capacitance.
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Code No: R1632043 R16 SET -4

11 B. Tech Il Semester Regular Examinations, April/May - 2019

VLSI DESIGN
(Common to Electronics and Communication Engineering, Electronics and Instrumentation

Engineering, Electronics and Computer Engineering)
Time: 3 hours Max. Marks: 70

Note: 1. Question Paper consists of two parts (Part-A and Part-B)
2. Answer ALL the question in Part-A
3. Answer any FOUR Questions from Part-B

PART -A
a)  Discuss the microelectronics evolution. [3M]
b)  What is Vias? How to construct it in layout? [2M]
c)  What is the need of scaling in MOS circuits? [2M]
d)  Explain how function of system can be tested. [2M]
e)  List out the commercially available FPGAs. [3M]
f)  What is the need of interconnect? [2M]

PART -B

a)  What are the additional two layers in BICMOS technology compared to others?  [7M]
With neat sketches explain BICMOS fabrication process.

b)  Show that the switching speed of an enhancement MOSFET varies inversely as  [7M]
the square of the channel length.

a)  Give the design rules for the following cases with neat sketches: [BM]
(i) Polysilicon — polysilicon (if) n-type diffusion — n-type diffusion
(ii1) n-type diffusion — p-type diffusion (iv) metal 1 — metal 2.

b)  Design a stick diagram for two input pMOS NAND and NOR gates. [6M]
Describe the following briefly [14M]
(i) Cascaded inverters as drivers  (ii) Super buffers  (iii) BICMOS drivers

a)  Explain the terms controllability, observability and fault coverage. [7TM]

b)  With suitable diagrams, explain the Scan based test techniques. [7TM]

a)  List out the different configuration modes in FPGA. Briefly discuss about it. [7TM]

b)  How the pass transistors are used to connect wire segments for the purpose of [7M]
FPGA programming? Explain.

a)  What is the different technical parameter issues connected with VLSI low power  [7M]
and low voltage design? Explain.
b)  With schematic diagrams explain about deep submicron processes. [7TM]
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Code No: RT41028 R13 Set No. 1

IV B.Tech | Semester Supplementary Examinations, February/March - 2018
VLSI DESIGN
(Electrical and Electronics Engineering)

Time: 3 hours Max. Marks: 70

Question paper consists of Part-A and Part-B
Answer ALL sub questions from Part-A
Answer any THREE questions from Part-B

*hkkkikk

PART-A (22 Marks)
1. a) Write the limitations of IC’s.
b) Write the problems of Latch-up in CMQOS circuits.
c) What is the need of stick diagrams?
d) Explain about the constraints in choice of layers.
e) List out the limitations of scaling.
f)  Write the history of VHDL in brief.

PART-B (3x16 = 48 Marks)
2. a) Why do we use NMOS technology in the design of integrated circuit?
b) With neat sketches explain how NPN transistors are fabricated in Bipolar
process.

3. a) Define the term threshold voltage of MOSFET and explain its significance.
b) Explain latch-up problem in CMQOS circuits.

4. a) Explain procedure for drawing the stick diagram for nMOS design style
b) Explain in brief about the general observations on the design rules.

5. a) Define and explain the standard unit of capacitance.
b) Define fan-in and fan-out. Explain their effects on propagation delay.

6. a) Discuss the limits due to sub threshold currents.
b) Explain clocked CMOS logic and domino logic.

7. a) Discuss the hardware synthesis process.
b) Classify and explain the digital simulation method.
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Code No: RT41028 R13 Set No. 1

IV B.Tech | Semester Regular/Supplementary Examinations, Oct/Nov - 2018
VLSI DESIGN
(Electrical and Electronics Engineering)
Time: 3 hours Max. Marks: 70
Question paper consists of Part-A and Part-B
Answer ALL sub questions from Part-A
Answer any THREE questions from Part-B
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PART-A (22 Marks)
1. a) What is the size of silicon wafer used for manufacturing state-of-the art VVLSI

IC’s? Explain why? [4]
b) Define Figure of Merit with the necessary expression. [3]
c) Design a layout diagram for two input nMOS NAND gate. [4]
d) List and explain the three sources of wiring capacitances. [3]
e) What are the effects of scaling on V¢ ? [4]
f)  Define library. Give the syntax of signal assignment statement. [4]

PART-B (3x16 = 48 Marks)
2. a) Explain the MOS transistor operation with the help of neat sketches in the

Depletion mode. [8]

b) Discuss the steps involved in BiICMOS technology. [8]

3. a) Clearly explain body effect of MOSFET. [8]
b) Design and draw the circuit diagram of an nMOS inverter and explain its

operation with the help of transfer characteristics. [8]

4. a) Design astick diagram for two input nMOS NOR Gate. [8]

b) Discuss the transistor related design rule (orbit 2um CMOQOS). [8]

5. a) Explainin detail about formal estimation of CMOS inverter delay. [8]

b) Discuss nMOS transistor as a switch. [8]

6. a) Explain the limits of miniaturization on scaling. [8]
b) In gate logic, compare the geometric aspects between two-input nMOS NAND

and CMOS NAND gates. [8]

7. a) Listthe various abstraction levels in VHDL. Explain any one of them. [8]

b) Write in brief about logic synthesis process. [8]
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